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ABSTRACT
Diagnosis prediction is becoming crucial to develop healthcare

plans for patients based on Electronic Health Records (EHRs). Ex-

isting works usually enhance diagnosis prediction via learning

accurate disease representation, where many of them try to capture

inclusive relations based on the hierarchical structures of existing

disease ontologies such as those provided by ICD-9 codes. However,

they overlook exclusive relations that can reflect different and com-

plementary perspectives of the ICD-9 structures, and thus fail to

accurately represent relations among diseases and ICD-9 codes. To

this end, we propose to project disease embeddings and ICD-9 code

embeddings into boxes, where a box is an axis-aligned hyperrect-

angle with a geometric region and two boxes can clearly “include”

or “exclude” each other. Upon box embeddings, we further obtain

patient embeddings via aggregating the disease representations

for diagnosis prediction. Extensive experiments on two real-world

EHR datasets show significant performance gains brought by our

proposed framework, yielding average improvements of 6.04% for

diagnosis prediction over state-of-the-art competitors.
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Figure 1: An illustrative example of inclusive and exclusive
relations among diseases and ICD-9 codes.
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1 INTRODUCTION
Diagnosis prediction, leveraging Electronic Health Records (EHRs)

as valuable data sources, is becoming crucial to develop health-

care plans for patients [13, 16]. Nowadays, existing works usually

enhance diagnosis prediction via learning accurate disease repre-

sentation. A common approach among these works involves lever-

aging the hierarchical relations inherent in the Ninth Revision of

International Classification of Diseases (ICD-9) codes
1
[4, 16].

However, these approaches primarily focus on inclusive rela-

tions and tend to overlook the equally important exclusive relations

between ICD-9 codes, which offer distinct and complementary in-

sights into the structure of the ICD-9 structures. This neglect can

lead to an inaccurate representation of disease and ICD-9 code

relations. For instance, as depicted in Figure 1, if Influenza with

pneumonia (487.0) is categorized under ICD-9 code 487 (demonstrat-

ing an inclusion), it logically follows that it falls within the broader
category of ICD-9 code 480-488 (further inclusion), and conversely,
it should not be associated with ICD-9 code 694 (exclusion). There-
fore, it raises a crucial question: How to model both inclusive and
exclusive relations and enhance the accuracy of diagnosis prediction?

In this work, we propose to leverage box embeddings for dis-

ease representation and diagnosis prediction in Healthcare Data

(BoxCare). Specifically, we first propose to project disease embed-

dings and ICD-9 code embeddings into boxes, where a box is an

axis-aligned hyperrectangle with a geometric region. Two boxes

1
https://www.cdc.gov/nchs/icd/icd9cm.htm
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can clearly “include” or “exclude” each other. In this way, we can

utilize boxes to capture inclusions and exclusions among diseases

and ICD-9 codes. Upon box embeddings, we further obtain pa-

tient embeddings via aggregating the disease representations for

diagnosis prediction. Extensive experimental results demonstrate

that BoxCare outperforms the state-of-the-art competitors, which

constantly achieves an average of 6.04% improvement.

2 PRELIMINARY
Box Definition. A box (hyperrectangle) can be described by two

vectors (points). Following [11], we use the minimum point 𝒔 ∈ R𝑚
and the maximum point 𝒕 ∈ R𝑚 to represent a box 𝒃 , which is a

𝑚-dimensional hyperrectangle. As shown in Figure 2(a), the vector

𝒐 ∈ R𝑚 is an offset that is positive at all coordinates, we can derive

the maximum corner point as 𝒕 = 𝒔 + 𝒐.
Box Volume. The formula to calculate the volume of a box is given

by𝑉𝑜𝑙 (𝒃) = ∏𝑚
𝑘=1

(𝒕𝑘 − 𝒔𝑘 ), where 𝑘 is the indicator of dimension.

If the entire box space’s volume is 1, then the volume of a box can

be modeled as its marginal probability [5, 11]. The intersection

volume between two boxes 𝒃𝑖 and 𝒃 𝑗 is denoted as 𝑉𝑜𝑙 (𝒃𝑖
⋂
𝒃 𝑗 ) =∏𝑚

𝑘=1
max(𝑧𝑘 , 0), where 𝑧𝑘 = min(𝒕𝑘

𝒃𝑖
, 𝒕𝑘
𝒃 𝑗
) − max(𝒔𝑘

𝒃𝑖
, 𝒔𝑘
𝒃 𝑗
). Note

that, the

⋂
operator enables the calculation of conditional proba-

bility between two boxes, i.e., 𝑝 (𝒃𝑖 |𝒃 𝑗 ) = 𝑉𝑜𝑙 (𝒃𝑖
⋂
𝒃 𝑗 )/𝑉𝑜𝑙 (𝒃 𝑗 ).

3 THE BOXCARE FRAMEWORK
3.1 Problem Statement
To explicitly model disease representation for diagnosis prediction,

we first initialize disease embeddings as 𝑫 = {𝒅1, 𝒅2, ..., 𝒅𝑁 }, and
ICD-9 embeddings as 𝑪 = {𝒄1, 𝒄2, ..., 𝒄𝑀 }, where 𝑁 is the number

of diseases and𝑀 is the number of ICD-9 codes. Then, we propose

to project disease embeddings 𝑫 and ICD-9 code embeddings 𝑪
into boxes, where a box is an axis-aligned hyperrectangle with

a geometric region. We can effectively capture the inclusion and

exclusion among diseases and ICD-9 codes based on EHRs and

ICD-9 hierarchy via the insideness and disjointness between boxes.

As shown in Figure 2, we transform the above two relations into

geometric ones between their corresponding boxes, where the in-

clusive relation is modeled by the geometric insideness via L𝐼𝑛−𝑑
and L𝐼𝑛−𝑐 , and the exclusive relation is modeled by the geomet-

ric disjointness via L𝐸𝑥 . Furthermore, we aggregate the learned

disease embeddings into visit embeddings {𝒗𝑖,𝑘 }𝑇𝑖−1𝑘=0
, to form the

comprehensive patient embedding 𝒑𝑖,𝑇𝑖 for patient 𝑝𝑖 . 𝑇𝑖 denotes
the number of visits of patient 𝑝𝑖 . Finally, we perform diagnosis

prediction 𝒗̂𝑖,𝑇𝑖 via the objective function L𝑃𝑟𝑒𝑑 .

3.2 Box Embedding for Disease Representation
In this part, we propose to capture inclusive and exclusive relations

among diseases and ICD-9 codes and model disease representations

by leveraging box embeddings from both the geometric view and

the probabilistic view. Specifically, we first project disease embed-

dings and ICD-9 code embeddings into boxes. Then, we utilize the

geometric insideness and disjointness between two boxes to model

inclusion and exclusion, respectively. Finally, we optimize these two

relations via the conditional probability between boxes. Figure 2

shows how inclusion and exclusion are transformed into geometric

and probabilistic constraints and we describe each relation in detail.

3.2.1 Inclusive Relation. Since ICD-9 codes can provide abstract

concepts for multiple diseases (e.g., ICD-9 code 480-488 includes

disease Pneumonia due to adenovirus (480.0)) and a parent ICD-9

code can include its children geometrically, we propose to leverage

the geometric insideness between the corresponding box 𝒃 (𝒔, 𝒕)
for inclusive relations. As shown in Figure 2(b), we can illustrate

the inclusion between boxes from both the geometric view and the

probabilistic view as follows:

Lemma 3.1. (Inclusive property). A box 𝒃𝑐𝑖 contains a 𝒃𝑑𝑖 (or 𝒃𝑐 𝑗 ) if
and only if 𝑝 (𝒃𝑐𝑖 |𝒃𝑑𝑖 ) = 𝑉𝑜𝑙 (𝒃𝑐𝑖 , 𝒃𝑑𝑖 )/𝑉𝑜𝑙 (𝒃𝑑𝑖 ) = 1 (or 𝑝 (𝒃𝑐𝑖 |𝒃𝑐 𝑗 ) =
𝑉𝑜𝑙 (𝒃𝑐𝑖 , 𝒃𝑐 𝑗 )/𝑉𝑜𝑙 (𝒃𝑐 𝑗 ) = 1).

In particular, diseases are modeled as boxes with small constant

offsets 𝒐𝑑 (i.e., 𝒃𝑑𝑖 = (𝒅𝑖 , 𝒅𝑖 + 𝒐𝑑 )), and the offsets of ICD-9 code

boxes are learnable (i.e., 𝒃𝑐𝑖 = (𝒄𝑖 , 𝒄𝑖 + 𝒐𝑐𝑖 )). Then, we define the
inclusion between the disease and ICD-9 code objective function

L𝐼𝑛−𝑑 by measuring the geometric inclusion (i.e., 𝑝 (𝒃𝑐 𝑗 |𝒃𝑑𝑖 ) =

𝑉𝑜𝑙 (𝒃𝑐 𝑗
⋂
𝒃𝑑𝑖 )/𝑉𝑜𝑙 (𝒃𝑑𝑖 ) = 1 ):

L𝐼𝑛−𝑑 (𝒃𝑑𝑖 , 𝒃𝑐 𝑗 ) = − 𝒃𝑐 𝑗 log(𝑝 (𝒃𝑐 𝑗 |𝒃𝑑𝑖 ))
− (1 − 𝒃𝑐 𝑗 ) log(1 − 𝑝 (𝒃𝑐 𝑗 |𝒃𝑑𝑖 )),

(1)

where 𝒅𝑖 ∈ 𝑫 denotes the disease embedding and 𝒄 𝑗 ∈ 𝑪 denotes

the ICD-9 code embedding.

Similarly, we transform the inclusive relation between ICD-9

codes into the above geometric constraint and propose the other

inclusion loss L𝐼𝑛−𝑐 as follows:

L𝐼𝑛−𝑐 (𝒃𝑐 𝑗 , 𝒃𝑐𝑖 ) = 1 −
𝑉𝑜𝑙 (𝒃𝑐 𝑗

⋂
𝒃𝑐𝑖 )

𝑉𝑜𝑙 (𝒃𝑐 𝑗 )
, (2)

where box 𝒃𝑐𝑖 (𝒔𝑐𝑖 , 𝒕𝑐𝑖 ) contains box 𝒃𝑐 𝑗 (𝒔𝑐 𝑗 , 𝒕𝑐 𝑗 ).

3.2.2 Exclusive Relation. To properly model the exclusion be-

tween ICD-9 codes, we interpret the exclusion as geometric dis-

jointness between boxes 𝒃 (𝒔, 𝒕).

Lemma 3.2. (Exclusive property). A box 𝒃𝑐 𝑗 (𝒔𝑐 𝑗 , 𝒕𝑐 𝑗 ) disconnects
from a box 𝒃𝑐𝑘 (𝒔𝑐𝑘 , 𝒕𝑐𝑘 ) if and only if 𝑉𝑜𝑙 (𝒃𝑐 𝑗 , 𝒃𝑐𝑘 )/𝑉𝑜𝑙 (𝒃𝑐𝑘 ) = 0.

Then, we propose an exclusion loss L𝐸𝑥 for exclusive relation

modeling as follows:

L𝐸𝑥 (𝒃𝑐𝑘 , 𝒃𝑐 𝑗 ) =
𝑉𝑜𝑙 (𝒃𝑐𝑘

⋂
𝒃𝑐 𝑗 )

𝑉𝑜𝑙 (𝒃𝑐𝑘 ) ×𝑉𝑜𝑙 (𝒃𝑐 𝑗 )
, (3)

where box 𝒃𝑐 𝑗 (𝒔𝑐 𝑗 , 𝒕𝑐 𝑗 ) disjoints from box 𝒃𝑐𝑘 (𝒔𝑐𝑘 , 𝒕𝑐𝑘 ).

3.3 Diagnosis Prediction
Based on the learned disease representations via box embeddings,

we first adopt the self-attention mechanism [17] to obtain the his-

torical visit embeddings of patient 𝑝𝑖 :

{𝒗𝑖,𝑘 }𝑇𝑖−1𝑘=0
=
{
Self-Att(𝑫𝑖,𝑘 )

}𝑇𝑖−1
𝑘=0

,

Self-Att(𝑫𝑖,𝑘 ) = softmax( (𝑫𝑖,𝑘𝑾𝑄 ) (𝑫𝑖,𝑘𝑾𝐾 )𝑇 /
√
𝑑𝑖𝑚)𝑫𝑖,𝑘𝑾𝑉 ,

(4)

where the matrices𝑾𝑄
,𝑾𝐾

, and𝑾𝑉
are learnable. 𝑫𝑖,𝑘 is the set

of disease embeddings diagnosed in the𝑘-th visit of patient 𝑝𝑖 . Then,
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Figure 2: The overall framework of BoxCare.

Table 1: Statistics of the datasets used in our experiments.

Dataset MIMIC-III eICU

# of patients 2,371 23,828

# of visits 7,279 59,908

Avg. visits per patient 3.07 2.51

# of unique ICD-9 codes 4,880 2,591

Avg. # of diagnosis codes per visit 13.39 4.22

Max # of diagnosis codes per visit 39.0 95.0

we generate patient embedding 𝒑𝑖,𝑇𝑖 via attention mechanism [8]:

{𝑤𝑖,𝑘 }𝑇𝑖−1𝑘=0
= softmax(MLP({𝒗𝑖,𝑘 }𝑇𝑖−1𝑘=0

)),

𝒑𝑖,𝑇𝑖 =
𝑇𝑖−1∑︁
𝑘=0

𝑤𝑖,𝑘𝒗𝑖,𝑘 ,
(5)

where {𝒗𝑖,𝑘 }𝑇𝑖−1𝑘=0
denotes the historical visits of patient 𝑝𝑖 , and

{𝑤𝑖,𝑘 }𝑇𝑖−1𝑘=0
denotes the weight assigned to each visit.

Since the diagnosis prediction is a multi-label classification task,

we use a dense layer with a softmax function to calculate the pre-

dicted probability as follows:

𝒗̂𝑖,𝑇𝑖 = softmax(MLP(𝒑𝑖,𝑇𝑖 )), (6)

where 𝒗̂𝑖,𝑇𝑖 is the prediction of 𝑝𝑖 ’s 𝑇𝑖 -th diagnosis. The objective

function L𝑃𝑟𝑒𝑑 for diagnosis prediction is listed:

L𝑃𝑟𝑒𝑑 =

𝐾∑︁
𝑖=1

−(𝒗𝑖,𝑇𝑖 log(𝒗̂𝑖,𝑇𝑖 )) − (1 − 𝒗𝑖,𝑇𝑖 ) log(1 − 𝒗̂𝑖,𝑇𝑖 ), (7)

where 𝒗𝑖,𝑇𝑖 is the ground-truth of 𝑝𝑖 ’s 𝑇𝑖 -th diagnosis and 𝐾 is the

number of patients.

3.4 Overall Objectives
Finally, the overall objective function of BoxCare is:

L = L𝑃𝑟𝑒𝑑 + 𝜆(L𝐼𝑛−𝑑 + L𝐼𝑛−𝑐 + L𝐸𝑥 ), (8)

where 𝜆 is a weight hyperparameter to control the regularization

for box relation modeling.

4 EXPERIMENT
4.1 Experimental Settings
Datasets and Evaluation Protocols. To verify the effectiveness

of compared methods, we use two real-world EHR datasets MIMIC-

III [6] and eICU [12] that have been fully anonymized and carefully

sanitized before our access. For both datasets, we chose the patients

who had at least two visits and then summarized the statistics

in Table 1. ICD-9 [7, 16] is the official code for the disease. We

evaluate the prediction performance using two metrics: Recall@𝑘

and NDCG@𝑘 that are consistent with [7].

Methods for Comparison.We compare our proposed BoxCare
with the following baselines from two perspectives: (1) interaction

modeling methods: GRAM [3], KAME [10], MHM [13], TAdaNet

[15], CGL [7], and EHR2HG [14]; (2) dynamic modeling methods:

RETAIN [2], Dipole [9], Timeline [1], and HiTANet [8].

Implementation Details.We split the dataset randomly accord-

ing to patients into training/validation/test sets (i.e., 1660/237/474

on MIMIC-III and 16679/2383/4766 on eICU), which is consistent

with [7]. We employ the standard Adam optimizer to optimize the

compared baselines. For all compared methods on MIMIC-III and

eICU, we set the embedding dimension 𝑑𝑖𝑚 as 128 and the batch

size as 128. In particular, we set the dimension of box embeddings

in BoxCare as 50, and observe that the model already outperforms

other methods. The hyperparameters of all baselines are carefully

tuned as suggested in the original papers to achieve their best per-

formance. After tuning all hyperparameters on training sets, we

set the weight hyperparameter 𝜆 to 3.0.

4.2 Overall Performance Comparison
We compare the prediction performance of the proposed BoxCare
framework with those of the baseline models. Table 2 shows the

Recall@𝑘 and NDCG@𝑘 scores on MIMIC-III and eICU datasets

with 𝑘={5, 10}. We have the following observations.

BoxCare consistently outperforms all baselines across all metrics

on both datasets. It demonstrates the capability of our proposed

BoxCare to predict diagnoses by effectively and efficiently captur-

ing the inclusive and exclusive relations among diseases and ICD-9

codes from ICD-9 hierarchy. Compared with the second-best perfor-

mance, the performance gains of BoxCare range from 2.47% with

NDCG@5 on eICU to 8.98% achieved with Recall@5 on MIMIC-III.

Specifically, BoxCare outperforms CGL and EHR2HG, which use

transition functions on disease graphs to predict health events. It

demonstrates the effectiveness of fully modeling the structural in-

formation of ICD-9 hierarchy. Although HiTANet can leverage time

information for risk prediction, it does not integrate the significant

relations among the diseases and ICD-9 codes. It further affirms the

significance of leveraging abundant relations extracted from ICD-9

hierarchy on EHRs.

4.3 Case Studies
In this section, we provide several examples on MIMIC-III, and

visualize the corresponding box embeddings learned by BoxCare.
Modeling Inclusive and Exclusive Relations via Boxes. As
shown in Figure 3(a), Unspecified Inflammatory Disease of Uterus

(615.9) andOther HumanHerpesvirus Infection (588.9) belong to the

ICD-9 code 615 and 588, respectively, indicating inclusive relations

between diseases and ICD-9 codes. Furthermore, since ICD-9 code
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Table 2: Experimental results on two benchmark EHR datasets with Recall and NDCG. The best performances are highlighted
in boldface and the second runners are underlined.

Method Recall@5 NDCG@5 Recall@10 NDCG@10 Recall@5 NDCG@5 Recall@10 NDCG@10

MIMIC-III eICU

RETAIN 0.1510 0.4188 0.2134 0.3537 0.3213 0.3428 0.3901 0.3605

Dipole 0.1442 0.3999 0.2038 0.3378 0.3071 0.3274 0.3727 0.3452

GRAM 0.1429 0.4059 0.2112 0.3510 0.3049 0.3318 0.3862 0.3576

Timeline 0.1487 0.4123 0.2100 0.3482 0.3175 0.3376 0.3840 0.3548

KAME 0.1353 0.3992 0.2055 0.3070 0.2887 0.3268 0.3759 0.3126

MHM 0.1383 0.4080 0.2128 0.3481 0.2954 0.3340 0.3893 0.3547

TAdaNet 0.1433 0.4114 0.2172 0.3568 0.3056 0.3371 0.3972 0.3642

HiTANet 0.1502 0.4166 0.2122 0.3518 0.3204 0.3413 0.3881 0.3584

CGL 0.1538 0.4265 0.2173 0.3602 0.3379 0.3624 0.4298 0.3872

EHR2HG 0.1560 0.4284 0.2206 0.3619 0.3442 0.3632 0.4383 0.3893

BoxCare 0.1714 0.4418 0.2385 0.3791 0.3754 0.3724 0.4710 0.4025

(a) Box Relations (b) Syndromic Diseases

Figure 3: Visualizations of disease and ICD-9 embeddings.
615 and 588 are exclusive, the two diseases are well separated from

each other. Meanwhile, they share the same parent 580-629, which

shows that the ICD-9 code 580-629 is a more abstract concept. It

clearly illustrates that our proposed BoxCare accurately models

the inclusive and exclusive relations via box embeddings, which is

consistent with the ICD-9 hierarchy.

Modeling Complicated Relations among Syndromic Diseases.
We observe that BoxCare can effectively capture the complicated

relations among syndromic diseases. As shown in Figure 3(b), al-

though ICD-9 code 465 and 518 are exclusive, there is a partial over-

lap between their corresponding box embeddings. This is mainly

because Allergic Bronchopulmonary Aspergillosis (518.6) andAcute

Upper Respiratory Infections of Unspecified Site (465.9) are syn-

dromic diseases, and patients often concurrently suffer from them

on EHRs, which leads to the partial overlap between the boxes of

ICD-9 codes. Figure 3(b) intuitively reflects that BoxCare can not

only model inclusion and exclusion from the ICD-9 hierarchy, but

also capture the complicated relations among syndromic diseases

from patient-disease interactions on EHRs.

5 CONCLUSION
In this paper, we propose to model disease representation and

achieve diagnosis prediction based on the EHR data. Specifically,

we propose a novel diagnosis model (BoxCare), which effectively

captures inclusive and exclusive relations among diseases and ICD-

9 codes via box embeddings. Extensive quantitative experiments

demonstrate the clear advantages of our BoxCare over state-of-the-
art baselines in diagnosis prediction, and insightful case studies

show the accuracy and interpretability of our box relation modeling.
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