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ABSTRACT
Learning on Graphs (LoG) is widely used in multi-client systems when each client has insufficient local data, and multiple clients have to share their raw data to learn a model of good quality. One scenario is to recommend items to clients with limited historical data and sharing similar preferences with other clients in a social network. On the other hand, due to the increasing demands for the protection of clients’ data privacy, Federated Learning (FL) has been widely adopted: FL requires models to be trained in a multi-client system and restricts sharing of raw data among clients. The underlying potential data-sharing conflict between LoG and FL is under-explored and how to benefit from both sides is a promising problem. In this work, we first formulate the Graph Federated Learning (GFL) problem that unifies LoG and FL in multi-client systems and then propose sharing hidden representation instead of the raw data of neighbors to protect data privacy as a solution. To overcome the biased gradient problem in GFL, we provide a gradient estimation method and its convergence analysis under the non-convex objective. In experiments, we evaluate our method in classification tasks on graphs. Our experiment shows a good match between our theory and the practice.

1 INTRODUCTION
Learning on Graphs (LoG) in multi-client systems has extensive applications such as Graph Neural Networks (GNNs) for recommendation [6, 7, 35, 36], finance [24, 34], and traffic [3, 39]. The key to the success of LoG is sharing local raw data between clients. For example, when recommending items to users with insufficient local data, data sharing from their friends with similar preferences in a social network can improve the performance of recommendation models. On the other hand, Federated Learning (FL) is widely explored due to its protection of data privacy, especially in medical fields [38], mobile device fields [10, 23], and Internet of Things (IoT) fields [25]. In FL, models are trained without data sharing among clients to protect clients’ local data privacy. As a consequence, combining FL and LoG in multi-client systems faces a fundamental conflict in data sharing.

As we know, considerable works are combing Federated Learning and Graph Machine Learning. One attractive research line is using FL to train GNNs [33, 43]. In addition, [27, 36] use FL to train GNN-based models to address specific real-world applications. [11, 42] summarises current efforts on FL over graphs, including the above literature. However, most current works did not utilize the network of clients in the system and failed to protect the privacy of the nodes in the network. In other words, previous literature never models FL clients as nodes in GNNs on multi-client systems. Besides, all these works are application-oriented without a theoretical guarantee. Therefore, fundamental data sharing conflict remains unsolved.

Such significant conflict motivates our investigation of the construction of Graph Federated Learning (GFL) in multi-client systems: Can we formulate a GFL framework to address the data sharing conflict, paired with theoretical and empirical supports? We aim to deliver a generic framework of GFL. Our work focuses on the centralized federated learning setting while data collected by clients are Non-IID distributed.

Contributions. We formulate the GFL problem for a graph-based model in multi-client systems. To address the data sharing conflict, we propose an FL solution with the hidden representation sharing technique, which only requires the sharing of hidden representations rather than the raw data from the neighbors to protect data privacy on multi-client systems. A technical challenge arises since the hidden representations are only exchanged during communication between clients and the central server, making unbiased gradient estimation becomes impractical. As a remedy, we provide a practical gradient estimation method. Moreover, a convergence analysis with non-convex objectives of the proposed algorithm is provided. To the best of our knowledge, this is the first theoretical analysis for FL with a graph-based model. We propose GFL-APPNP and empirically evaluate the proposed method for several classification tasks on graphs, including deterministic node classification, stochastic node classification, and supervised classification. Our experiments show that the proposed method converges and achieves competitive performance. Additionally, the
results provide a good match between our theory and practice. The contributions in this paper are summarized as follows:

- Formulate the GFL problem to model FL clients as nodes in LoG on multi-client systems.
- Propose FL solution with hidden representation sharing for GFL problem to resolve data sharing conflict.
- Propose theoretical non-convex convergence analysis for GFL.
- Propose GFL-APPNP and empirically show the proposed algorithm is valid and has competitive performance on classification tasks.

2 RELATED WORKS

Federated Learning for GNNs. How to utilize the FL technique to train GNNs is an interesting topic that attracts lots of attention from researchers. For instance, [33] focuses on graph semi-supervised learning via meta-learning and handles testing nodes with new label domains as well as leverages unlabeled data. [43] proposes federated learning to train GNNs by dividing a large graph into subgraphs. [37] considers an FL solution to train GNNs for the entire graph classification. [12] proposes decentralized periodic SGD to solve the serverless Federated Multi-Task Learning for GNNs. [27] Proposes a GNN-based federated learning architecture for spatio-temporal data modeling. [36] puts forward a decentralized federated framework for privacy-preserving GNN-based recommendations. However, [11, 33, 37, 43] assume each client has its own graphs and [27, 36] use federated learning to train GNN-based model. None of these works is federated learning to train GNNs on multi-client systems with the protection of node-level privacy, which is addressed by our work.

Personalized Federated Learning. The conventional FL approach faces a fundamental challenge of poor performance on highly heterogeneous clients. Previous works [21, 22] provide solutions to tackling Non-IID data across clients. Recently, inspired by personalization, research on personalized federated learning has developed rapidly [5, 26, 31]. Particularly, personalization with graph structure to tackle heterogeneity in FL is highly related to our work. For example, [29] proposes MOCHA which uses a graph-type regularization to control the parameters and perform a prime-dual framework, and [9] provides a similar regularizer to the multitask learning. [31] considers an implicit model where personalized parameters come from a Moreau envelope and this idea recently has got generalized to graph Laplacian regularization [4]. [19, 20] assumes that there is a common parameter shared across the network when each node of the graph is viewed as a federated learning client that generates independent data. All these works are model-level personalization based on graphs such as graph regularization while LoG encourages data-level sharing.

Notations. Let \([n]\) be the set \([1, 2, \ldots, n]\). Vectors are assumed to be column vectors. \(1\) is a vector with all ones. \(I\) is the identity matrix with appropriate dimension. \(\|\cdot\|\) is assumed to be the 2-norm. For a matrix \(A\), \(\lambda_{\text{max}}(A)\) is the maximum eigenvalue of \(A\) and \(A^\dagger\) is the Moore–Penrose inverse of \(A\). \(O(\cdot)\) is the big-O notation.

3 GRAPH FEDERATED LEARNING

3.1 Preliminaries

Federated Learning. In typical FL, multiple clients collectively solve a global task. Our work focuses on the centralized setting with a central server, and we consider the following consensus optimization problem:

\[
\min_W F(W) := \frac{1}{N} \sum_{k=1}^{N} F_k(W)
\]

where \(N\) is the number of clients and \(W\) is the model parameter. \(F(W)\) is the global loss function and \(F_k(W)\) is the local loss function. For client \(k\), it has access only to its local data and conducts local update \(W_k^{t+1} \leftarrow W_k^t - \eta g_k^t\) where \(g_k^t := \nabla F_k(W_k^t)\) is the stochastic gradient estimator of \(\nabla F_k(W_k^t)\) and \(\eta\) is the learning rate. Throughout our work, \(\nabla\) is gradient w.r.t parameter model \(W\). Denote \(I\) as the number of local updates between two communication rounds. During the FL process, after \(I\) steps of local update, the central server aggregates the latest models from clients according to FedAvg [17]: \(W^t = \frac{1}{N} \sum_{k=1}^{N} W_k^t\).

Statistical Heterogeneity. The goal of FL is to minimize the global loss on the average data distribution across clients, as shown in Eq. (1). However, in most substantial applications of FL, clients collect data in a Non-IID distributed manner, leading to a fundamental statistical heterogeneity/bias problem in FL [14, 21, 5, 18] have suggested quantification of statistical heterogeneity. In this paper, we use the term ‘level of statistical heterogeneity’ to describe how large the statistical shift is across clients.

3.2 GFL Problem Formulation

The topological structure which describes the Non-IID relationship among clients’ distributions is an undirected graph denoted as \(G = (V, E)\) where \(V\) is a set of \(N\) clients and \(E\) is a set of edges. The adjacency matrix of \(G\) is denoted as \(A \in \{0, 1\}^{N \times N}\). Throughout this paper, nodes in graph \(G\) are referred to as clients. Furthermore, denote \(\Xi_G = (X, Y) \in R^{N \times \{d+c\}}\) as the data matrix where \(X \in \mathbb{R}^{N \times d}\) is the feature matrix with the number of features \(d\) and \(Y \in \mathbb{R}^{N \times c}\) is the label matrix with the dimension of label \(c\). To formulate the GFL problem generally, consider \(\Xi_G\) as a random matrix from a distribution \(\mathcal{D}_G\) which depends on \(G\), that is, \(\Xi_G \sim \mathcal{D}_G\). More specifically, we define the \(k\)-th row vector of \(\Xi_G\) as \(\xi_k := (x_k, y_k)\) where \(x_k\) is the feature vector and \(y_k\) is a vector of labels in client \(k\). Thus \(\Xi_G\) is the random data matrix whose rows are correlated and the relationship between \(\xi_k\) is described by graph \(G\). Here we assume that graph structure \(G\) is deterministic. With these notations, the GFL problem is defined as:

\[
\min_W \frac{1}{N} \sum_{k=1}^{N} F_k(W), \text{ where } F_k(W) := \mathbb{E}[f_k(W; \Xi_G)],
\]

and \(f_k(W; \Xi_G)\) is the local loss after observing data matrix \(\Xi_G\), indicating the local objective function of client \(k\) depends not only on the data collected by the \(k\)-th client but also on the data from other clients. This is the key difference between GFL and conventional FL. As our discussion in §1, this crucial difference induces the data-sharing conflict. Therefore, we propose the following hidden
representation sharing method to address the challenge of data-sharing conflict in the GFL problem.

3.3 Hidden Representation Sharing

Our proposal is using hidden representation. The hidden representations are allowed to be shared across clients in network $G$, and a neighborhood aggregator is applied to these hidden representations of all nodes. For client $k$, define its hidden representation $h_k$ as follow

\[ h_k = \Psi_h(x_k; W_h) \]

where $\Psi_h(\cdot; W_h)$ is a hidden encoder such as the multi-layer perceptron (MLP) parametrized by $W_h$. The hidden representation matrix is denoted as $H \in \mathbb{R}^{N \times d_h}$ where the $k$-th row vector of $H$ is $h_k$ and $d_h$ is the dimension of the hidden representations. Graph representations are defined by neighborhood representation aggregation of $H$:

\[ Z = \Psi_G(H; W_G) \]

where $\Psi_G(\cdot; W_G)$ is a neighborhood aggregator parametrized by $W_G$. $Z \in \mathbb{R}^{N \times d_z}$ is the graph representation matrix whose $k$-th row vector is denoted as $z_k$ and $d_z$ is the dimension of the graph representations. In most classification tasks, $d_z = c$. Model parameter $W = (W_h, W_G)^T$ is the concatenate of $W_h$ and $W_G$. With these privacy-preserving representations, loss function for the corresponding graph federated optimization can be express as, $f_k(W; \Xi_G) := t(g_k, z_k)$ where $t$ is the pre-specified loss function such as cross entropy for classification task.

Remark 1. The explication in Figure 1 shows that the hidden encoder is a global model which facilitates the involvement of FL, while the neighborhood aggregator is the personalized model which accounts for statistical heterogeneity. Intuitively, $\Psi_h$ contributes to privacy protection and representation extraction. Meanwhile, $\Psi_G$ serves as modeling the heterogeneity using graph $G$. Note that if we set $\Psi_G$ as the identity mapping (ignore the graph information), our solution reduces to the conventional FL solution to learn a global model $\Psi_h$. In addition, when $G$ does not fully capture the relationship across clients, $W_G$ serves as weights for adjusting the neighborhood aggregation level using $G$.

3.4 Gradient Estimation

In practice, to solve the GFL problem by gradient-based methods, the unbiased stochastic gradient $\nabla f_k(W; \Xi_G)$ of client $k$ depends on data from all nodes in the network $G$ ($\mathbb{E}[f_k(W; \Xi_G)] = f_k(W)$). However, since FL restricts the data-sharing, $\nabla f_k(W; \Xi_G)$ is inaccessible. Another estimation of $\nabla f_k(W)$ for local updates must be raised. In the proposed hidden representation sharing method, local information is exchanged as a function of $\{h_j, \nabla h_j\}_{j=1}^N$ during the interactions between clients and the central server. In other words, if the client $k$ can access $\{h_j, \nabla h_j\}_{j=1}^N$, the unbiased estimator $\nabla f_k(W; \Xi_G)$ is accessible. Formally, with the shared hidden representations, $\nabla f_k(W; \Xi_G)$ can be expressed as a function of hidden representations: $\nabla f_k(W; \Xi_G) = \phi_k(h_1, ..., h_N)$. Note that $\nabla h_j$ is also a function of $h_j$ and we consider the case that estimating $\nabla h_j$ is completely based on an estimator of $h_j$. Furthermore, define $\hat{h}_{j \rightarrow k}$ as the estimation of the hidden representation $h_j$ for client $k$. Then the biased estimator of $\nabla f_k(W)$ is,

\[ \nabla \hat{f}_k(W; \xi_k) = \phi_k(\hat{h}_{1 \rightarrow k}, ..., \hat{h}_{N \rightarrow k}), \forall k \in [N]. \] (5)

The strategy to design estimator $\hat{h}_{j \rightarrow k}$ depends on the concrete scenario. In §5, we provide gradient compensation strategy with theoretical analysis in Appendix A.1 and the empirical results of this biased estimation strategy is provided in §6. In practice, the estimator of $\nabla f_k(W)$ is the batch mean of biased stochastic gradients. Formally, suppose $B_k := \{\xi_{k,s}\}_{s=1}^{|B_k|}$ is the mini-batch with batch size $|B_k|$ for some local update in client $k$. $\nabla f_k(W; \xi_{k,s})$ is the estimated gradient which depends on the example $\xi_{k,s}$. Batch mean of biased stochastic gradients is defined as $\nabla \hat{f}_k(W) := \frac{1}{|B_k|} \sum_{s \in B_k} \nabla f_k(W, \xi_{k,s})$.

Privacy in GFL. FL and GFL require the protection of node-level privacy: client cannot share their own collected data with both other clients and the central server directly. However, directly sharing $\{h_j, \nabla h_j\}_{j=1}^N$ raises the concern about raw data recovery.
by untrustworthy clients or the central server. Our proposed solution does not violate node-level privacy even though we allow sharing hidden representations and the corresponding gradients during the communication between clients and the central server. By using the personalized neighborhood aggregator, clients will not receive \( \{ h_j, \nabla h_j \}_{j=1}^N \) directly, making the raw data recovery infeasible. In addition, the concern about the unreliable server can be addressed by better design of the central server or adding noise to the gradients.

3.5 Graph Federated Learning Procedure
A framework of communications in GFL with hidden representation sharing is described in Figure 1. An concrete example is Algorithm 1 introduced in § 5.2. Steps at each communication round are:

1. **Uploading Models**: Clients parallelly upload the latest models to the central server.
2. **Centralizing Models**: Central server aggregates models by FedAvg and broadcasts the aggregated result.
3. **Uploading Hidden Representations**: Clients compute estimated hidden representation and their gradient using the received aggregated model in step (2) and then parallelly upload them to the central server.
4. **Broadcasting Hidden Representations**: Central server allocates estimated hidden representation and their gradients and broadcasts the aggregated ones to clients.
5. **Local Updates**: Clients parallelly perform local updates for \( l \) times.

4 THEORETICAL ANALYSIS

4.1 Assumptions

**Assumption 1.** *(Smoothness)* Local loss function \( F_k \) is differentiable and assumed to be smooth with constant \( \rho_f \), \( \forall k \in [N] \). Formally, \( \forall W, W' \), \( \exists \rho_f > 0 \) such that

\[
\| \nabla F_k(W) - \nabla F_k(W') \| \leq \rho_f \| W - W' \|.
\]  

**Assumption 2.** *(Bound for Hidden Representation Estimation)* Hidden Representation \( h_j \) of client \( j \) is estimated by \( \hat{h}_{j-k} \) for local updates at client \( k \). The mean squared error of estimation is bounded in the following sense: \( \forall j, k \in [N], \exists \sigma^2_j > 0 \) and \( \sigma^2_j := \sum_{j=1}^N \sigma^2_j \) such that,

\[
\mathbb{E}[\| h_{j-k} - \hat{h}_j \|^2] \leq \sigma^2_j.
\]

**Assumption 3.** *(Graph Smoothing on Gradients)* Graph \( G = (E, \mathcal{E}) \) is connected graph and \( c^2_k > 0 \) such that \( \forall W, \nabla^2 c \to 2 \) such that \( \mathbb{E} \left[ \| F_i(W) - \nabla F_i(W) \|^2 \right] \leq c^2 \).

**Assumption 4.** *(Bounds for Stochastic Gradient)*
(i) *(Bounded Variance)* Variance of unbiased stochastic gradient \( \nabla F_k(W, \Xi_G) \) is bounded. Formally, \( \exists \sigma^2_G > 0 \) such that

\[
\sum_{k=1}^N \mathbb{E}[\| \nabla F_k(W; \Xi_G) - \nabla F_k(W) \|^2] \leq \sigma^2_G.
\]

(ii) *(Smoothness)* Denote \( \nabla F_k(W; \Xi_G) = \phi_k(h_1, ..., h_N) \). Assume for any \( k \in [N], \phi_k \) satisfies that \( \forall h, h' \in [N], \exists \rho_{\phi_k} > 0 \) such that,

\[
\| \phi_k(h_1, ..., h_N) - \phi_k(h'_1, ..., h'_N) \| \leq \rho_{\phi_k} \left( \sum_{i=1}^N \| h_i - h'_i \| \right)^{1/2}.
\]

4.2 Convergence Analysis

**Theorem 4.1.** Consider GFL optimization problem (2) under Assumptions 1, 2, 3 and 4. Use the federated learning procedure described in § 3. Suppose \( \eta \) and \( \eta_s \) satisfies \( \eta^2 < 1/13 \rho_f^2 \), then for all \( T \geq 1 \), we have

\[
\frac{1}{T} \sum_{t=0}^{T-1} \mathbb{E} \left[ \| \nabla F(W^t) \|^2 \right] \leq O \left( \frac{1}{\eta^2} + o \left( \frac{1}{\eta^2} \sigma^2_G \right) \right) + O \left( I^2 \eta^2 \sigma^2_G \right) + O \left( \frac{I \eta^2 I^2 \lambda_{\max}(B_N L^1)}{N} \right).
\]  

Where \( B_N := \frac{1}{N} I - \frac{1}{N^2} 11^T \) and \( L \) is the Laplacian matrix of \( G \).

**Corollary 4.2.** Under the setting of Theorem 4.1. Suppose learning rate is chosen as \( \eta = \frac{\sqrt{N}}{\sqrt{T}} \) and removing smoothness constants \( \rho_f \) and \( \rho_{\phi_k} \), we have

\[
\frac{1}{T} \sum_{t=0}^{T-1} \mathbb{E} \left[ \| \nabla F(W^t) \|^2 \right] = O \left( \frac{1}{\sqrt{NT}} \right) + O \left( \frac{N I^2}{T} \right) + O \left( \frac{\lambda_{\max}(B_N L^1)^2}{T} \right)
\]

**Remark 2.** According to our Theorem 4.1 and Corollary 4.2, when \( \sigma^2_H = 0 \), that is, ignoring the node-level privacy issue and access to the unbiased stochastic gradient, our convergence result matches the rate of the previous works [13, 30, 41] with the gradient deviation among clients is described by a graph structure. For the effect from graph structure, since \( \lambda_{\max}(B_N) \) is an indication of the connectivity of graph \( G \) with normalized by averaged aggregation \( B_N \) (large \( \lambda_{\max}(B_N) \) means a bad connectivity and high level of statistical heterogeneity), we can expect that a graph with good connectivity ensures a better performance as shown in Figure 2. This observation matches our intuition that smaller level of statistical heterogeneity in FL secures a better performance. Moreover, our Corollary 4.2 keep the linear speed up (w.r.t number of clients) when \( l = 1 \) [40].
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5.1 GFL for Classification Tasks on Graphs

GFL-APPNP

5.2 GFL-APPNP Algorithm

Approximate Personalized Propagation of Neural Predictions (APPNP) [16] is one of the state-of-the-art GNN models. With the notations and context in Section 3, APPNP has the hidden encoder $\Psi_h$ and neighborhood aggregator $\Psi_f$ defined as follow,

$$h_i = \Psi_h(x_i; W) = \text{MLP}(x_i; W),$$

(13a)

$$Z = \sum_{i=0}^{M} \left(1 - \alpha I(i \neq M)\right) a_i (D^{-1/2} A D^{-1/2})^i H = \tilde{A} H,$$

(13b)

where $\alpha$ is teleport probability [16] and $M$ is the total steps for personalized propagation. $A$ is the adjacency matrix with self loop and $\hat{D}$ is the degree matrix with self loop. $A$ is defined as $\hat{A} := \sum_{i=0}^{M} (1 - \alpha I(i \neq M)) a_i (D^{-1/2} A D^{-1/2})^i$. It can be interpreted as

and one label. The GFL problem can formulate this task in §3 by assuming $\xi_k$ is from a degenerated distribution.

Stochastic Node Classification (SNC). An extended version of the deterministic node classification is the setting where local distribution at each node is not degenerated, namely stochastic node classification. This task is a semi-supervised node classification that classifies the nodes by learning from local distributions. Similarly, this task can be formulated by the GFL problem in §3 by assuming the randomness of $\Xi_G$ is only from $X$. An important real-world application for this task is the user demographic label prediction in social networks.

Supervised Classification (SC). Consider the supervised learning task on clients, which is another classification task on graphs assuming the label of client also follows a distribution. We call it supervised classification. The objective of this task is to classify the feature vectors in all clients. This task assumes the randomness of $\Xi_G$ is from both $X$ and $Y$, resulting in that each client might have examples with different labels. One practical application is the patient classification in hospitals with insufficient medical records. More details about classification tasks are provided in Appendix A.2. Moreover, our GFL setting introduced in §3 is not only for standard supervised learning but also can be easily extended to semi-supervised client classification like DNC and SNC.

5.2 GFL-APPNP Algorithm

Figure 2: (a) the markers represent accuracy for graphs with different connectivity measured by $\lambda_{\text{max}}(B_N L^T)$ discussed in Remark 2. (b) box plot of average accuracy on 20 synthetic graphs over our methods and baseline models. More details are in Appendix A.2.

Algorithm 1 GFL-APPNP for Classification

Require: Initialize $\{\tilde{W}_k^{(i)}\}_{k=1}^{N}$, $\eta, T$. I. Compute $\tilde{A}$.

for $i = 0, \ldots, T - 1$ do

if $i \mod I = 0$ then

On Client $k \in [N]$ Parallely:

Uploads latest model $\tilde{W}_k^{(t)}$. $\tilde{W}^{(t)}$ on Central Server:

Broadcast $\tilde{W}^{(t)} = \frac{1}{N} \sum_{k=1}^{N} \tilde{W}_k^{(t)}$ to all clients.

end if

On Client $k \in [N]$ Parallely:

Compute $\tilde{h}_j = \frac{1}{\eta} \sum_{x \in B_k} \text{MLP}(x_j; \tilde{W}(t))$

Set $\tilde{W}_j^{(t)} = \tilde{W}_j^{(t)}$

Upload $\tilde{h}_j$ and $\nabla \tilde{h}_j$.

On Central Server:

Compute $\tilde{C}_k = \sum_{j \neq k} \tilde{A}_{kj} \tilde{h}_j$, $\forall k \in [N]$

Compute $\tilde{V}_C_k = \sum_{j \neq k} \tilde{A}_{kj} \nabla \tilde{h}_j$, $\forall k \in [N]$

Broadcast $\tilde{C}_j$ and $\nabla \tilde{C}_j$ to client $j$ for all $j \in [N]$.

end if

On Client $k \in [N]$ Parallely:

Compute $\tilde{y}_{k,x} = \text{MLP}(x_{k,x}; \tilde{W}_k^{(t)})$, $\forall x \in B_k$

Compute $\tilde{g}_{k,x} = \text{Softmax}(\tilde{A}_{kk} \tilde{y}_{k,x} + \tilde{C}_k), \forall x \in B_k$

Compute $\tilde{g}_{k,x} = (\tilde{y}_{k,x} - \tilde{y}_{k,x})(\tilde{A}_{kk} \nabla \tilde{h}_{k,x} + \nabla \tilde{C}_k), \forall x \in B_k$

Compute $\tilde{W}_k^{t+1} = \tilde{W}_k^{t} - \eta \nabla \tilde{W}_k^{t}$

end for

5 GFL-APPNP FOR CLASSIFICATION

5.1 GFL for Classification Tasks on Graphs

Deterministic Node Classification (DNC). Graph-based semi-supervised node classification is the most popular classification task on graphs. In this paper, we call it deterministic node classification since $\xi_k$ for each node is deterministic with one feature vector

and one label. The GFL problem can formulate this task in §3 by assuming $\xi_k$ is from a degenerated distribution.

Stochastic Node Classification (SNC). An extended version of the deterministic node classification is the setting where local distribution at each node is not degenerated, namely stochastic node classification. This task is a semi-supervised node classification that classifies the nodes by learning from local distributions. Similarly, this task can be formulated by the GFL problem in §3 by assuming the randomness of $\Xi_G$ is only from $X$. An important real-world application for this task is the user demographic label prediction in social networks.

Supervised Classification (SC). Consider the supervised learning task on clients, which is another classification task on graphs assuming the label of client also follows a distribution. We call it supervised classification. The objective of this task is to classify the feature vectors in all clients. This task assumes the randomness of $\Xi_G$ is from both $X$ and $Y$, resulting in that each client might have examples with different labels. One practical application is the patient classification in hospitals with insufficient medical records. More details about classification tasks are provided in Appendix A.2. Moreover, our GFL setting introduced in §3 is not only for standard supervised learning but also can be easily extended to semi-supervised client classification like DNC and SNC.
the "adjacency matrix" after $M$ steps random walk which shows the reachability between two nodes in the structure after propagations. Loss function $f$ in APPNP is the cross entropy loss. In APPNP, $W_k$ discussed in Eq.(3) refers to $W$ since the neighborhood aggregator in APPNP is not parameterized. Note that original APPNP is proposed to solve the deterministic node classification task. Denote predicted one-hot vectors as $\hat{Y} = \text{Softmax}(Z)$ where Softmax($\cdot$) is a row-wise softmax function. The gradients can be expressed explicitly as follow,

$$
\nabla f_k(W; \Xi) = (y_k - \hat{y}_k) \sum_{i=1}^{N} \hat{A}_{ki} \nabla h_i,
$$

(14)

where $y_k$ is the one-hot vector for the true label of client $k$ and $\hat{y}_k$ is the predicted probability vector for the label of client $k$. $\hat{A}_{ki}$ is the element in matrix $\hat{A}$. Note that the hidden representation sharing contributes to two parts in the gradient for local loss $f_k$: one is $\hat{y}_k$ and the other one is $\{ \nabla h_i \}_{i \neq k}$. A good property of using personalized propagation as the neighborhood aggregator is the linearity, which means

$$
\hat{y}_k = \text{Softmax}(\hat{A}_{kk}h_k + C_k),
$$

(15a)

$$
\nabla f_k(W; \Xi) = (y_k - \hat{y}_k)(\hat{A}_{kk} \nabla h_k + \nabla C_k),
$$

(15b)

where $C_k := \sum_{i \neq k} \hat{A}_{ik} h_i$ and $\nabla C_k := \sum_{i \neq k} \hat{A}_{ik} \nabla h_i$. Clearly, $C_k$ and its gradient $\nabla C_k$ are aggregated information for client $k$. Therefore, in practice, the central server only needs to broadcast $C_k$ and its gradient to client $k$ in the communication round, which provides a private communication since the hidden representations are not shared directly.

We propose GFL-APPNP algorithm for GFL problem on classification tasks, using hidden representation sharing. In addition, we use the latest aggregated model to compute hidden representations at each communication round as our gradient compensation strategy. As a concrete example, consider client $j$ has $n_j$ local feature vectors $(x_{j,i})_{i=1}^{n_j}$, suppose $t_0 < t$ is the largest multiple of $I$,

$$
\hat{h}_{j}^{t} = \begin{cases} 
\psi_k(x_k; W_{h,k}^t) & j = k \\
\frac{1}{n_j} \sum_{s=1}^{n_j} \psi_h(x_{j,s}; W_{h,k}^t) & j \neq k
\end{cases},
$$

(16)

where $\hat{h}_{j}^{t}$ is the estimation for $h_{j}^{t}$ at time $t$. Our compensation strategy satisfies the guarantee discussed in Assumption 2 with additional assumptions. See Appendix A.1 for detailed discussion for gradient compensation. Summary of GFL-APPNP is described in Algorithm 1. Our proposed GFL-APPNP is a FL version for APPNP, which fulfills the FL for a GNN model. It is noteworthy that GFL-APPNP with $I = 1$ is equivalent to the FL for the vanilla APPNP for deterministic node classification tasks.

### 6 EXPERIMENTS

#### 6.1 Deterministic Node Classification

We compare the proposed GFL-APPNP to baseline models including GCN, GAT, and GraphSAGE under the DNC setting described in §5.1. For synthetic data, we use contextual Stochastic Block Models (cSBMs) [2] to generate synthetic graphs with approximately two equal-size classes. For real-world data, we use subgraphs of Cora [28], namely subCora, due to the limitation of computational resources. The details of the generation of synthetic graphs by cSBMs and the generation of subCora graphs are provided in Appendix A.2. For the proposed GFL-APPNP, we use a two-layer MLP with 64 hidden units. $\alpha$ is chosen to be 0.1 and the total number of steps for personalized propagation $M$ is set as 10, following the same configuration as it in the [1] for the APPNP model. $I$ is set to be $\{1, 10, 20, 50\}$. SGD is applied as our optimizer with the optimized learning rate. Baseline models including GCN, GAT, and GraphSAGE follow the same design of the well-optimized hyperparameters from [8, 15, 32]. The details for all models are provided in Appendix A.2. Table 1 and the first two columns of Figure 3 show that our method of different $l$ can match the performance of the vanilla APPNP on both synthetic graphs and subCora graphs. Our method rivals baseline models based on Table 1.

<table>
<thead>
<tr>
<th></th>
<th>GFL-APPNP $I=10$</th>
<th>GFL-APPNP $I=20$</th>
<th>GFL-APPNP $I=50$</th>
<th>APPNP</th>
<th>GCN</th>
<th>GAT</th>
<th>SAGE</th>
</tr>
</thead>
<tbody>
<tr>
<td>SG</td>
<td>93.4(0.99)</td>
<td>93.3(0.94)</td>
<td>93.0(0.96)</td>
<td>93.2(0.92)</td>
<td>95.2(0.54)</td>
<td>93.3(1.03)</td>
<td>70.2(4.21)</td>
</tr>
<tr>
<td>SubCora</td>
<td>54.1(3.72)</td>
<td>54.3(3.73)</td>
<td>54.0(3.73)</td>
<td>54.2(3.69)</td>
<td>51.9(3.78)</td>
<td>47.9(3.01)</td>
<td>47.0(3.73)</td>
</tr>
</tbody>
</table>

#### 6.2 Stochastic Node Classification

We also conduct experiments under the SNC setting described in §5.1 to test the robustness of GFL-APPNP. As we know, current graph machine learning models are not designed for the SNC task. Therefore our experiment will focus on the proposed GFL-APPNP. The original cSBMs cannot be used to generate data for this task since they are not designed to generate graphs whose nodes have multiple features. We modify the original cSBMs to generate distributions for each client. Details about the modifications for the SNC task are available in Appendix A.2. Similar to §6.1, we use the same hyperparameters and the same numbers of updates. The third column of Figure 3 and additional Table 2 provided in Appendix A.2 show that our method is valid for solving the SNC task.

#### 6.3 Supervised Classification

We compare GFL-APPNP, MLPs, and FedMLP under the SC setting described in §5.1. Similar to the SNC task, we modify the original cSBMs to generate distributions for each client. Details about the modifications for the SC task are given in Appendix A.2.1 as well. Both baseline models MLPs and FedMLP share the same model structure, a two-layer MLP model with 64 hidden units. Similar to §6.1, for the proposed GFL-APPNP, we use the same hyperparameters and the same numbers of updates. More details and results are provided in Appendix A.2. The last column of Figure 3 and Table 2 provided in Appendix A.2 shows that our method is valid for solving the SC.
task and it demonstrates the necessity of graph in GFL problem as shown in Figure 2.

7 CONCLUSION
In this paper, we formulate Graph Federated Learning on multi-client systems. To tackle the fundamental data sharing conflict between LoG and FL, we propose an FL solution with hidden representation sharing. In theory, we provide a non-convex convergence analysis. Empirically, by experimenting with several classification tasks on graphs, we validate the proposed method on both real-world and synthetic data. Our experimental results show that the proposed method provides an FL solution for GNNs and works for different practical tasks on graphs with a competitive performance that matches our theory.
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A \textbf{ADDITIONAL WORKS}

\subsection{Analysis for Gradient Compensation}

To solve classification tasks formulated as a GFL problem with hidden representation sharing, as discussed in Section 3.4, we suggest a straightforward gradient estimation strategy, namely gradient compensation. To present the proposed gradient estimation scheme, further define

\begin{align}
\mathbf{h}_{j \rightarrow k}^t &= \Psi_k(x_j; W^t_{h,k}) \quad (17a) \\
\nabla f_k(W^t_{k}, \xi) &= \phi_k(\mathbf{h}_{1 \rightarrow k}^t, \ldots, \mathbf{h}_{N \rightarrow k}^t) \quad (17b)
\end{align}

where $W^t_{h,k}$ is part of $W^t_k$ for client $k$ at round $t$ and $\mathbf{h}_{j \rightarrow k}^t$ is the hidden representation of client $j$ for the local updates at client $k$ at round $t$. Our proposal suggests using the latest aggregated model to compute hidden representations at each communication round.

Formally, suppose $t_0 < t$ is the largest multiple of $I$,

\begin{align}
\mathbf{h}_{j \rightarrow k}^{t_0} &= \frac{1}{n_j} \sum_{s=1}^{n_j} \Psi_k(x_j; W^t_{h,k}) \quad j = k \\
\nabla f_k(W^t_{k}, \xi) &= \phi_k(\mathbf{h}_{1 \rightarrow k}^{t_0}, \ldots, \mathbf{h}_{N \rightarrow k}^{t_0}) \quad (18)
\end{align}

where $W^t_{h,k}$ is part of $W^t_k$ and $n_j$ is the number of examples drawn according to the distribution of client $j$. Consequently, the biased gradient estimator employed in local updates at client $k$ has the form of

\begin{align}
\nabla \hat{f}_k(W^t_k; \xi) &= \phi_k(\mathbf{h}_{1 \rightarrow k}^{t_0}, \ldots, \mathbf{h}_{N \rightarrow k}^{t_0}) \quad (19)
\end{align}

Our compensation strategy satisfies the guarantee discussed in Assumption 2 with additional assumptions. Specifically, suppose Eq.(16) is used, that is, latest aggregated model is broadcast to estimate the hidden representation, the squared estimation error of $\mathbf{h}_{j \rightarrow k}^{t_0}$ is bounded under following assumptions.

**ASSUMPTION 5.** (Lipschitz Representation Encoder) Hidden representation encoder $\Psi_k$ defined in (3) is Lipschitz continuous with constant $\rho_k$. Formally, $\|\Psi_k(x; W^t_k) - \Psi_k(x; W^t'_k)\| \leq \rho_k \|W^t_k - W^t'_k\|$. \newline

**ASSUMPTION 6.** (Bounded Gradient) Gradient with form $\phi_k$ has bounded norm. Specifically, for any $k \in [N]$, and $h_1, \ldots, h_N$, $\forall k > 0$ and $\Delta := \sum_{k=1}^{N} \Delta_k$ such that

\begin{align}
\|\phi_k(h_1, \ldots, h_N)\|^2 \leq \Delta_k.
\end{align}

Assumption 5 indicates an uniformly continuity of representation model $\Psi_k$. Assumption 6 guarantees that unbiased stochastic gradient $\nabla f_k(W^t_k; \xi)$ or biased stochastic gradient $\nabla \hat{f}_k(W^t_k; \xi)$ is bounded, which ensures $g_k^t$ is bounded and local updates will not make an irrepairable deviation. Following Lemma A.1 formally shows that our gradient compensation is valid for the nonconvex result in Section 4.

**LEMMA A.1.** Consider the federated learning procedure described in Section 3 under Assumptions 5 and 6. Gradient compensation (16) provides estimation with bounded mean squared error. Formally, for any round $t$, $\forall j \in [N]$ and $\forall k \in [N]$,

\begin{align}
E(\|\hat{h}_{j \rightarrow k}^{t_0} - \mathbf{h}_{j \rightarrow k}^{t_0}\|^2) \leq 2\eta^2 \rho^2_k I_k \Delta_k.
\end{align}

Lemma A.1 shows that our compensation strategy (16) satisfies that $\sigma_k^2 = 2\eta^2 \rho^2_k I_k \Delta_k$ and $\sigma_h^2 = 2\eta^2 \rho^2_h I_k \Delta_k$ in Assumption 2. This theoretical guarantee ensures that proposed gradient compensation strategy matches nonconvex results provided in Section 4.

**A.2 Supplement to Experiments**

**A.2.1 Data Generations in Section 6.** This part provides a detailed description of the data generation. cSBMs are utilized multiple times, please refer to [2] for a recap of cSBMs.

\textbf{Synthetic Data for Deterministic Node Classification.} In our experiment, 20 synthetic graphs are synthesized, and each of these 20 graphs is generated by using cSBMs with $d = 8, \lambda = 2, \mu = 1, N = 200, \rho = 100$. Then we fix the graph topology for all generated synthetic graphs. We also fix the train-valid-test split (10%/10%/80%) for all 20 graphs. The training set is balanced and the subgraph induced by the nodes in the training set is connected.
To achieve randomness in repeated simulations, we change the node features for each of these 20 synthetic graphs.

**Real Data for Deterministic Node Classification.** For real data, we utilized the Cora dataset. Due to our limited computational resources, we extracted subgraphs with 300 nodes from Cora, namely subCora. For each random seed from a pool of random seeds: (1) Randomly select 800 nodes from Cora using one random seed and find all connected components from this subgraph with 800 nodes. (2) For each connected component, we keep it as one training set if it satisfies the following two conditions: (i) Size must fall between 30 and 50 including 30 and 50. (ii) The connected component have all 7 classes, and the standard deviation of the counts for different classes is less than or equal to 2.5. (3) We find all reachable nodes from the training set using BFS with a maximum depth of 2, and select nodes from these reachable nodes as a validation set such that the validation size is equal to the training size. Then select testing nodes so that our subCora graph has 300 nodes in total.

**Synthetic Data for Stochastic Node Classification.** To generate synthetic data with one label and multiple feature vectors for each node. First, we use cSBMs to generate the graph structure, and we assign a ±1 label to each node by using a Bernoulli distribution with success probability 0.5. The hyperparameters we used to generate the graph structure are \( d = 10, \mu = 1, \lambda = 2 \) and \( N = 200 \). Select one training set that is connected and achieves class balance by simulating nodes randomly until the subgraph induced by these nodes is connected and has class balance. Then randomly select the validation set, and testing set such that we have a 10%/10%/80% split. Denote the label vector as \( v = \{v_1, \ldots, v_N\} \in \{-1, 1\}^N \). And draw a \( u \sim N(0, I_p/p) \) where \( p = 100 \), and it will be used later for feature vectors generation purpose. With these hyperparameters, the \( \phi \) is set to be 0.78. Each node has 40 local data points. The data sampling process for each node is described in the following.

For each node \( i = 1 \) to \( i = N \), (1) the 40 labels for client \( i \) is the just the 40 repeats of \( v_i \), denote this vector as \( y_i = \{v_i, \ldots, v_i\} \in \{-1, 1\}^40 \). (2) To generate each of it’s 40 local feature vectors denoted as \( X_i = [x_{t,1}^i, \ldots, x_{t,120}^i] \in \mathbb{R}^{120 \times p} \), we utilize the feature generation mechanism from cSBMs, such that \( x_{t,i}^j = \frac{1}{\sqrt{N}} y_{t,i}u + \frac{Z_{t,i}^j}{p} \). And just like cSBMs, \( Z_{t,i}^j \in \mathbb{R}^p \) has independent standard normal entries.

We fix the hyperparameters and graph structure, then repeat the sampling procedure for 20 times to generate 20 synthetic graphs that only differ in clients’ data for random experiments purposes. In a supervised classification setting, we utilize data from all clients/nodes and split the local data for each client/node into a train, validation, and test set. In our setting, the train-valid-test split is set to be 83.3%/83.3%/83.3% (i.e., 10/10/100).

**A.2.2 Model Description in Section 6.** This part provides details about models used in Section 6. For training on all models, including baseline models, we use the SGD optimizer with optimized learning rates based on the specific task and models. During training, we keep tracking the lowest validation loss and the corresponding model and use this model to report test accuracy. For baseline models including GAT, GCN, and SAGE, we do not include layers like dropout on the adjacency matrix layer, no bias. For baseline models, including FedMLP and MLPs implemented for supervised learning tasks on synthetic graphs, we use a two-layer Multi-Layer-Perceptron (MLP) with 64 hidden units and no bias term.

**Graph Federated Learning for APPNP (GFL-APPNP).** For all experiments we conduct, we use a two-layer MLP with 64 hidden units. We fix the \( a \) to be 0.1 and \( M \) to be 10, following the APPNP model in [16] and [1]. We train GFL-APPNP for different \( l \in \{1, 10, 20, 50\} \) with gradient compensation and without gradient compensation. Note that different \( l \) will lead to different numbers of communications. For example, if we run 3000 updates for \( l = 10 \), then the number of communications will be 3000/10 = 300. For the DNC task on both synthetic graphs and subCora graphs, after optimizing the learning rate over \( \{0.01, 0.02, 0.05, 0.1, 0.5\} \), we select 0.5 as the best learning rate for synthetic graphs and 0.02 as the best learning rate for subCora. We run 4000 updates for subCora graphs and 3000 updates for synthetic graphs. The same learning rates and the numbers of updates are adapted for both variants with gradient compensation and variants with no compensation. For the SNC task on synthetic graphs, we use 0.2 as learning rate and batch size of 40 (full batch) and run 5000 updates for each variant with gradient compensation. For SC tasks, we use a learning rate of 0.2 and batch size of 5 and run 2000 updates for each variant with gradient compensation.

**Baseline Models.** In our experiments, baseline models include GCN [15], GAT [32], GraphSAGE [8] for DNC setting and Federated Learning for Multi-Layer-Perceptron (FedMLP) and MLPs for SC
Table 2: Summary table for average test accuracy and 95% confidence interval on all experiments and all models considered. Hyphens indicate a specific model is not applicable under certain task, and where V1 represents noisy gradient compensation, V2 represents no gradient compensation. We denote deterministic node classification as DNC, stochastic node classification as SNC, and supervised classification as SC.

<table>
<thead>
<tr>
<th>Model</th>
<th>Synthetic DNC</th>
<th>SubCora DNC</th>
<th>Synthetic SNC</th>
<th>Synthetic SC</th>
</tr>
</thead>
<tbody>
<tr>
<td>GFL-APPNP $I = 1$</td>
<td>93.2 ± 0.92%</td>
<td>54.2 ± 3.69%</td>
<td>98.7 ± 0.26%</td>
<td>70.0 ± 0.32%</td>
</tr>
<tr>
<td>GFL-APPNP $I = 10$</td>
<td>93.4 ± 0.99%</td>
<td>54.1 ± 3.72%</td>
<td>92.4 ± 0.19%</td>
<td>70.0 ± 0.36%</td>
</tr>
<tr>
<td>GFL-APPNP $I = 20$</td>
<td>93.3 ± 0.94%</td>
<td>54.3 ± 3.73%</td>
<td>92.5 ± 0.17%</td>
<td>70.0 ± 0.30%</td>
</tr>
<tr>
<td>GFL-APPNP $I = 50$</td>
<td>93.0 ± 0.96%</td>
<td>54.0 ± 3.73%</td>
<td>92.5 ± 0.17%</td>
<td>70.2 ± 0.33%</td>
</tr>
<tr>
<td>GFL-APPNP-V1 $I = 10$</td>
<td>93.1 ± 0.83%</td>
<td>54.0 ± 4.12%</td>
<td>92.5 ± 0.26%</td>
<td>68.7 ± 0.42%</td>
</tr>
<tr>
<td>GFL-APPNP-V2 $I = 10$</td>
<td>82.3 ± 2.09%</td>
<td>47.3 ± 3.81%</td>
<td>90.7 ± 0.28%</td>
<td>69.0 ± 0.45%</td>
</tr>
<tr>
<td>APPNP</td>
<td>93.2 ± 0.92%</td>
<td>54.2 ± 3.69%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>GCN</td>
<td>95.2 ± 0.54%</td>
<td>51.9 ± 3.78%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>GAT</td>
<td>93.3 ± 1.03%</td>
<td>47.9 ± 3.01%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>GraphSAGE</td>
<td>70.2 ± 4.21%</td>
<td>47.0 ± 3.73%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>FedMLP $I = 10$</td>
<td></td>
<td></td>
<td>61.0 ± 0.54%</td>
<td></td>
</tr>
<tr>
<td>FedMLP $I = 20$</td>
<td></td>
<td></td>
<td>61.0 ± 0.46%</td>
<td></td>
</tr>
<tr>
<td>FedMLP $I = 50$</td>
<td></td>
<td></td>
<td>70.0 ± 0.32%</td>
<td></td>
</tr>
<tr>
<td>MLPs</td>
<td></td>
<td></td>
<td>61.0 ± 0.60%</td>
<td></td>
</tr>
</tbody>
</table>

setting. We use GCN with two layers and 64 hidden units following [15] and learning rate 0.1 for synthetic data and 0.01 for subCora. For GAT, we use 2 layers where the first layer has 8 attention heads and 8 hidden units per head, the second layer has 1 attention head and 64 hidden units following [32] and learning rate 0.02 for synthetic data and 0.01 for subCora. Both GCN and GAT are trained by 4000 updates. In GraphSAGE, we use 2 layers with 64 hidden units. For the task on synthetic graphs, we train 5000 updates with a learning rate equal to 0.02. For task on subCora, we train 4000 updates with a learning rate equal to 0.01. For the SC task, we train FedMLP (different $I \in \{10, 20, 50\}$) with 2000 updates paired with a learning rate of 0.1 and a batch size of 5 while we train independent MLPs on clients 200 updates with a learning rate of 0.1 and a batch size of 5.

A.2.3 Additional Experiment I: Effect of Graph Connectivity (Figure 2). In this section, we provide details for Figure 2(a). We use the same data generation process in A.2.1 for supervised classification to generate four synthetic graphs with different connectivity measured by $\lambda_{\text{max}}(B_N L^t)$, each synthetic graph will repeat the data sampling process 20 times to achieve randomness. We use the same model which is our method with 64 hidden units, $I = 10$, and same model initialization to conduct experiments on all four synthetic graphs and their corresponding 20 repetitions. All four synthetic graphs have the same hyperparameters $N = 40, \mu = 1, \lambda = 2$, and $p = 100$ expect for one hyperparameter $d \in \{25, 15, 10, 5\}$, thus they all have the same $\phi = 0.574$. Recall that $d$ represents the average degree for a synthetic graph, so a higher $d$ naturally leads to a higher connectivity, and the results are four different $\lambda_{\text{max}}(B_N L^t)$ values $(1.76 \times 10^{-3}, 4.17 \times 10^{-3}, 1.09 \times 10^{-2}, 7.52 \times 10^{-2})$. All nodes have the same number of local data points 120 for all four synthetic graphs, and the train-valid-test split is 10/10/100. SGD optimizer is used to train 1500 updates for our method with a learning rate 0.5, and a batch size of 5 for all four synthetic graphs.

A.2.4 Additional Experiment II: Necessity of Graph Structure in GFL (Figure 2). As our discussion in Section 3, the network of clients in multi-client systems accounts for the statistical heterogeneity problem. This empirical study aims to show that the heterogeneity problem is non-negligible. Our experiment is under SC setting with baseline models MLPs and FedMLP, matching the same setting in Section 6.3. The result is given by boxplot on Figure 2(b). The models and details are the same as Section 6.3.

A.2.5 Additional Experiment III: Noisy gradient compensation. Instead of uploading local gradient $\nabla h_k^t$ of each client $k$ at each communication round $t$ where $t \mod I = 0$ to central server, one can add a random noise vector denoted as $e_k^t$ that has independent standard normal entries to the gradient vector, and upload $\nabla h_k^t + e_k^t$ to central server for better node-level privacy. We provide additional experiments that include noisy gradient compensation strategy with $I = 10$ with the same data and model from previously mentioned experiments. Also, we use the SGD optimizer for noisy gradient and hyperparameters including learning rate, batch size, and the number of updates as the same as the case without Gaussian noise.

A.2.6 Summary Table and Figure for All Experiments. A test summary Table 2 for all experiments and models is provided in this section. The experimental results using our method of $I = 10$ with-out gradient compensation (i.e. only upload $h_k^t$ to the central server for each client $k$) are also added to the summary table and figure for reference. For DNC, and SC tasks, we use the same number of updates, learning rate, and batch size in A.2.2 for our method without gradient compensation. For the SNC we change the learning rate from 0.2 to 0.6 and the number of updates from 5000 to 8000 for our method without gradient compensation.