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Abstract

In the current Internet landscape, the rampant spread of fake
news, particularly in the form of multi-modal content, poses
a great social threat. While automatic multi-modal fake news
detection methods have shown promising results, the lack
of explainability remains a significant challenge. Existing
approaches provide superficial explainability by displaying
learned important components or views from well-trained
networks, but they often fail to uncover the implicit decep-
tive patterns that reveal how fake news is fabricated. To ad-
dress this limitation, we begin by predefining three typical de-
ceptive patterns, namely image manipulation, cross-modal in-
consistency, and image repurposing, which shed light on the
mechanisms underlying fake news fabrication. Then, we pro-
pose a novel Neuro-Symbolic Latent Model called NSLM,
that not only derives accurate judgments on the veracity of
news but also uncovers the implicit deceptive patterns as ex-
planations. Specifically, the existence of each deceptive pat-
tern is expressed as a two-valued learnable latent variable,
which is acquired through amortized variational inference
and weak supervision based on symbolic logic rules. Addi-
tionally, we devise pseudo-siamese networks to capture dis-
tinct deceptive patterns effectively. Experimental results on
two real-world datasets demonstrate that our NSLM achieves
the best performance in fake news detection while providing
insightful explanations of deceptive patterns.

1 Introduction
Nowadays, the Internet’s rapid expansion has greatly fa-
cilitated the dissemination and acquisition of information.
However, this also provides an avenue for malicious actors
to fabricate and spread fake news with ulterior motives. The
ubiquity of fake news makes it challenging for individuals to
discern reliable information online and significantly threat-
ens the modern media ecosystem (Allcott and Gentzkow
2017; Wang et al. 2023). This hazard becomes even more
evident against the backdrop of Large Language Models
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Figure 1: Typical examples of fake news manifesting differ-
ent deceptive patterns.

(LLMs) such as ChatGPT (OpenAI 2023), which inadver-
tently generates and propagates fake information due to AI
hallucination (Goldstein et al. 2023). On the other hand, the
Internet is increasingly flooded with multi-modal (e.g., text
and image) online posts, renowned for their heightened al-
lure and deceptive attributes (Cao et al. 2020). Consequently,
developing automatic detection systems to verify and com-
bat multi-modal fake news has become an urgent necessity.

Existing efforts utilizing Deep Neural Networks (DNN)
have been made to tackle the multi-modal fake news detec-
tion problem by integrating various features (Dhawan et al.
2022) by constructing graph (Jin et al. 2022a,b) or explor-
ing cross-modal correlations (Qi et al. 2021; Dong et al.
2023). While achieving promising results, such methods
often lack explainability and are commonly referred to as
“black boxes”, as they focus on learning unclear latent fea-
tures (Mishima and Yamana 2022). Poor explainability not
only extremely undermines user trust but also impedes sys-
tem debugging and upgrading. Recently, several approaches
have attempted to provide explanations by highlighting the
contributive semantics components within text description
and image region (Wu, Liu, and Zhang 2023), exhibiting



coarse prediction scores from each view that includes indi-
vidual modality and cross-modality correlation (Ying et al.
2023), or jointly locating evident contents and their logic
interactions (Liu, Wang, and Li 2023). These explanations
display the input components or views most relevant to the
predictions in some way. However, they overlook a differ-
ent route to explainability, one that involves uncovering how
fake news is fabricated, which we term as deceptive patterns
implicit in the news. Our starting point is that tracing back to
the root, the diverse and unique features manifested within
fake news articles stem from various deceptive patterns em-
ployed during their creation. We posit that unveiling these
patterns could enhance the detection of fake news and pro-
vide succinct explanations behind the news being fake.

Accordingly, inspired by common visual patterns preva-
lent in fake news (Cao et al. 2020), we explore three primary
deceptive patterns frequently utilized to forge fake news: im-
age manipulation, cross-modal inconsistency, and image re-
purposing. Among them, cross-modal inconsistency refers
to the semantic inconsistency between text and image, which
is a readily understandable pattern. Hence, we present two
imperceptible fake news examples related to the other two
patterns, sourced from Snopes1 in Figure 1. At first glance,
both of them do not appear to be fake. However, in the orig-
inal image shown in Figure 1 (a), Trump was holding a pen,
not a commemorative bill, clearly indicating image manip-
ulation. As for the image in Figure 1 (b), it actually depicts
an unnamed mother, daughter, and maid in Johannesburg,
South Africa, during apartheid, which conflicts with the tex-
tual description of the news, revealing image repurposing.

In practice, predicting news authenticity and mining de-
ceptive patterns as explanations jointly are challenging due
to the lack of deceptive pattern labels for news samples in the
dataset. Furthermore, deceptive patterns within fake news,
as exemplified in Figure 1, are often not easily recognizable
even to human annotators, rendering manual labeling unfea-
sible and augmenting the intricacy of our task. Thus, this
study attempts to answer the question: can we unveil those
unlabeled deceptive patterns in multi-modal news as an in-
sightful and concise explanation?

Fortunately, from the perspective of human cognition,
there is at least one deceptive pattern if the news is fake,
while no deceptive pattern if the news is real. Inspired by
the powerful expressive capabilities of first-order logic lan-
guage in capturing complex relationships (Enderton 2001),
our mind starts by formalizing these rules using first-order
logic as a form of weak supervision inspired by (Chen et al.
2022a). By doing so, we establish a correlation between
the available labels for news authenticity and the presence
of unsupervised deceptive patterns, enabling the underly-
ing deceptive patterns to be automatically learned. Building
upon these insights, we propose a Neuro-Symbolic Latent
Model (NSLM) that concurrently predicts the veracity of
news and reveals deceptive patterns as explanations. Central
to our NSLM is the modeling of each deceptive pattern’s ex-
istence as a corresponding two-valued learnable latent vari-
able, learned through weak supervision from logic rules.

1https://www.snopes.com

Specifically, the presence prediction of each deceptive pat-
tern is treated as an atomic predicate in the logic rules, and
the final prediction is aggregated using the conjunction of
these individual predicates. This design effectively captures
that the presence of one or more deceptive patterns indicates
fake news, whereas the absence of all deceptive patterns con-
firms the news as real. Overall, we formulate the problem as
a probabilistic maximum likelihood estimation with latent
variables and adopt variational auto-encoding (Kingma and
Welling 2014) to address it. For effectively capturing differ-
ent deception patterns, we design a pseudo-siamese network
within the encoder. In addition, we employ a distill-based
strategy to influence the learning of latent variables subject
to the pre-specified logic rules.

To sum up, the contributions of our work are three-folded:

• We propose a novel fake news detection approach named
NSLM, capable of revealing the unlabeled deceptive pat-
terns within multi-modal news data as illuminating ex-
planations.

• Each deceptive pattern is treated as a two-valued learn-
able latent variable, and we introduce logic rules based
on human cognition to provide weak supervision for the
existence of the proposed three deceptive patterns.

• Experimental results on two benchmark datasets demon-
strate that our NSLM achieves state-of-the-art perfor-
mance in fake news detection and provides clear expla-
nations for its predictions.

2 Preliminaries
2.1 Task Definition
Given a news article x with text xt, an attached image xv ,
and image contexts xr retrieved by the image inverse search
(Zlatkova, Nakov, and Koychev 2019), this work aims at pre-
dicting its label y ∈ {Real, Fake} by modeling the probabil-
ity distribution p(y | x), while at the same time mining its
deceptive patterns acting as explanations. Here, we associate
the presence of each proposed deceptive pattern with a two-
values learnable latent variable zk ∈ {Not Exist, Exist}, k ∈
{IM,CI, IR}, where z

IM
for image manipulation, z

CI
for

cross-modal inconsistency, and z
IR

for image repurposing.
Note that we assume the independence of zk. We further
define z = (z

IM
, z

CI
, z

IR
). Formally, our objective func-

tion based on maximum likelihood estimation is given as
follows:

maxO = E(x,y∗)∼ptrain log p (y
∗ | x) , (1)

where y∗ is the ground truth label of news article x, and ptrain
denotes the distribution of the training data.

2.2 Logic Rules
To introduce weak supervision signals for imperceptible de-
ceptive patterns and subsequently unveil these patterns as
explanations, our model incorporates logic rules based on
human intuition. We empirically observe that fake news typ-
ically involves at least one deceptive pattern, whereas true
news lacks any deceptive patterns. These logical intuitions
are regarded as a crucial link connecting the veracity of news
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Figure 2: Architecture of the proposed NSLM. The main modules of our model include Pattern Mining, Encoder, Decoder, and
Logical Rule Constraints. The learning of deceptive patterns in NSLM is constrained by symbolic logic rules. Here ⊕ denotes
the concatenation operation, both y∗ and z are converted into vectors in continuous space.

and the presence of deceptive patterns. Moreover, they are
well-suited to be represented using first-order logic language
with strong expressive capabilities, which can be formulated
as follows:

z
IM

∧ z
CI

∧ z
IR

⇒ y, (2)
where zk serves as the unary body predicate, y serves as
the head predicate, and the conjunction operator ∧ shows
the relationship between body predicates. Then the detailed
reasoning rules derived by Eq. (2) can be defined as:

y = Fake, iff ∃ zk = Exist,
y = Real, iff ∀ zk = Not Exist.

(3)

With the above definitions in place, we will subsequently
introduce the proposed latent model NSLM and outline how
the logic rules are employed to supervise it.

3 Methodology
Figure 2 illustrates the framework of the proposed NSLM,
which aims to uncover implicit deceptive patterns in fake
news acting as explanations when giving authenticity pre-
dictions of news. To achieve this, we formulate a neuro-
symbolic latent model and represent each deceptive pattern
as a two-valued learnable latent variable zk that requires in-
ference. As shown in Figure 2, our NSLM consists of a pat-
tern mining module, encoder, and decoder, while also inte-
grating a logical constraint component for guided learning.
Given a multi-modal news article as input, the pattern min-
ing module initially extracts coarse-grained features linked
to three deception modes using pre-trained models. Subse-
quently, the encoder employs pseudo-siamese networks to
process features from the pattern mining module, producing
distinct latent variables, which are then fed into the decoder
for final news credibility predictions. Besides, taking inspi-
ration from (Hu et al. 2016), we apply knowledge distillation
to incorporate information from the logic rules into variables
y and z. In practice, we optimize the NSLM through a vari-
ational inference-based algorithm, where both the encoder
and decoder are jointly optimized to train the model.

3.1 Probabilistic Formalization

We begin by formulating fake news detection from a proba-
bilistic standpoint, where the underlying deceptive patterns
are treated as latent variables. Assuming that news articles
are independent of each other, the objective function in Eq.
(1) could be equivalently decomposed into maximizing the
logarithmic likelihood function for each news article. Hence,
we next delve into the details of our NSLM from the per-
spective of an individual news article. For a piece of news x,
our objective is to compute the target distribution, consider-
ing the incorporation of latent variables, as follows:

pθ(y | x) =
∑
z

pθ(y | z, x) p(z | x), (4)

where pθ(y | z, x) defines the conditional probability of y
given input x and latent variables z parameterized by θ, and
p(z | x) denotes the prior distribution of the latent variables
z conditioned on the input x.

Nevertheless, due to latent variables introducing addi-
tional dimensions to the parameter space, direct optimiza-
tion using the EM algorithm becomes computationally in-
tractable. To address this, we adopt recent advancements
in variational inference, i.e., the amortization of the varia-
tional posterior distribution using neural networks (Kingma
and Welling 2014). Specifically, a variational posterior dis-
tribution qω(z | x, y) is introduced to approximate the true
posterior distribution pθ(z | x, y), which makes the objec-
tive function for news x into maximizing the well-known
Evidence Lower BOund (ELBO). The ELBO is defined as:

Eqω(z|x,y) [log pθ (y | z, x)]−DKL [qω(z | x, y)∥p(z | x)] ,
(5)

where DKL [·] denotes the Kullback-Leibler divergence.
Here we treat the Eq. (5) with a negative sign as one term
of the overall loss function to minimize:

Lelbo (θ,ω) = −ELBO. (6)



3.2 Parameterization
Pattern Mining In pursuit of capturing the three under-
lying deceptive patterns within fake news, we devise three
branches to extract pertinent features uk, k ∈ {IM,CI, IR}
corresponding to three patterns, i.e., Image Manipulation,
Cross-modal Inconsistency, and Image Repurposing.

To capture the image manipulation, we leverage Incep-
tionV3 (Szegedy et al. 2016) coupled with a fully connected
layer to extract coarse features u

IM
∈ Rd (d is the fixed fea-

ture dimension) from the image’s frequency domain. This
choice stems from the fact that recompressed or tampered
images often exhibit periodicity in the frequency domain
(Qi et al. 2019), which can be effectively discerned by In-
ceptionV3. To find out the cross-modal inconsistency, the
pre-trained ResNet34 (He et al. 2016) and RoBERTa (Liu
et al. 2019) with fully connected layers are employed to ex-
tract semantic features ev, et ∈ Rd from image and text re-
spectively. Leveraging the advantages of BiLinear Similarity
(Kim et al. 2017) in capturing intricate relationships between
two features, we apply it to uncover inconsistencies between
ev and et, which can be computed as:

u
CI

[i] = e⊤v W
i
CI
et + bi

CI
, (7)

where u
CI

∈ Rd denotes the pattern features for the cross-
modal inconsistency, and u

CI
[i] , i ∈ (1, 2, ..., d) is the com-

ponent value of the i-th dimension of u
CI

, Wi
CI

∈ Rd×d is
a learnable parameter matrix, bi

CI
is a bias for u

CI
[i]. As

for image repurposing, it is difficult to be detected solely
by the news content since it does not contain any contexts
where the original image appeared. Therefore, we employ
image reverse search to retrieve the contextual information
of images from the Web. This process can be efficiently
automated and scaled to a large number of images using
Google’s Vision API 2, which returns a list of pages and enti-
ties related to the image. We gather the concatenated entities
as image contexts. They are fed into the RoBERTa to ob-
tain its representation er ∈ Rd. Similarly, another BiLinear
Similarity is applied between text embedding et and image
contexts embedding er to learn their differences:

u
IR

[i] = e⊤t W
i
IR
er + bi

IR
, (8)

where u
IR

∈ Rd represents the pattern features indicating
the image repurposing. The parameters dimension is consis-
tent with that in Eq.(7).

Encoder & Decoder After calculating the above represen-
tations, we parameterize the variational distribution qω(z |
x, y) and target distribution pθ(y | z, x) with neural net-
works, which corresponds to encoder and decoder in the
variational autoencoder, respectively.

The encoder is designed as a pseudo-siamese structure,
whose goal is to generate a set of latent variables z that
represent diverse deception patterns. More precisely, due
to qω(z | x, y) =

∏
k qω,k (zk | x, y), we employed three

structurally consistent but weight-disjoint sub-networks to
model the three distinct distribution qω,k (zk | x, y), and

2http://cloud.google.com/vision/

each sub-network consists of two fully connected layers
with a softmax function. For each sub-networkk, it utilizes
the concatenation of uk and embeddings of y as input to
generate the probability distribution of zk.

The decoder mirrors the encoder’s sub-network structure.
It takes the concatenation of the probability distribution of
z
IM

, z
CI

, z
IR

, along with ev and et, as input to predict the
distribution of the news credibility label y.

Logical Rule Constraints We adopt the knowledge dis-
tillation strategy with a teacher model and a student model
to integrate logic rules into latent variables, providing weak
supervision inspired by (Chen et al. 2022a). The teacher
model projects the variational distribution qω(z | x, y) into
a subspace q⋆ω (yz | x, y) adhering to the logic rules, with
yz ∈ {Real, Fake} representing the logical aggregation of
z. This allows us to transfer logical knowledge to the stu-
dent model pθ(y | z, x) that we aim to optimize. The whole
process can be understood analogously to human education,
where a knowledgeable teacher possesses systematic gen-
eral rules and guides students by offering her solutions to
specific questions (Hu et al. 2016). The following distilla-
tion loss is defined to guide this process:

Llogic (θ, ω) = DKL (pθ(y | z, x) ∥ q⋆ω (yz | x, y)) . (9)

A pivotal aspect here pertains to how to get the logical
aggregation label yz , we transfer hard logic defined in Sec-
tion 2.2 into soft logic with product t-norms (Li et al. 2019)
to ensure differentiability. Then the projected distribution
q⋆ω (yz | x, y) is given by:

q⋆ω (yz = Real | x, y) =
∏
k

qω,k (zk = Not Exist | x, y) ,

q⋆ω (yz = Fake | x, y) = 1− q⋆ω (yz = Real | x, y) .
(10)

3.3 Model Learning
Next, we introduce the optimization strategy to achieve the
objective in Eq. (1). Combining the ELBO loss Lelbo and
logic loss Llogic , our final loss function Lall for the news x
is defined as:

Lall (θ, ω) = (1− µ)Lelbo (θ, ω) + µLlogic (θ, ω), (11)

where µ ∈ (0, 1) is placed to balance between the two terms.
During the training process, all training news samples are

sequentially processed through the pattern mining module,
encoder, and decoder, which are jointly optimized using Eq.
(11). It’s crucial to highlight that in the variational distribu-
tion qω(z | x, y), y actually is the ground-truth label y∗ for
each x during training. In our encoder, y∗ is converted into
one-hot encoding and then used to derive embeddings.

3.4 Model Inference
During the testing phase, the input news samples are first
processed through the pattern mining module. Then we ran-
domly initialize the probability of z from a standard Gaus-
sian distribution and use it as input for the decoder. The out-
put distribution of news authenticity y generated by the de-
coder is then passed through the encoder. This process, in-
volving passing through the decoder and encoder, continues



to update the distributions of y and z iteratively until conver-
gence. As a result, we obtain both the final news veracity and
the latent variables with respect to deceptive patterns, pro-
viding valuable insights into how a piece of news is forged.
This end-to-end training and decoding approach contributes
to a more reliable and transparent explanation mechanism.

4 Experiments
4.1 Datasets and Experimental Setup
Dateasets We evaluate the proposed NSLM on two real-
world datasets called Fakeddit (Nakamura, Levy, and Wang
2020) and Weibo (Jin et al. 2017), respectively. The Fakeddit
dataset is derived from diverse subreddits on the Reddit plat-
form, comprising comments and metadata. Notably, due to
the abundance of short-text samples in Fakeddit, extracting
their internal semantic information poses challenges. To this
end, we create a subset of the dataset by selecting samples
with a token count greater than 15 for further evaluation. In
the Weibo dataset, the real news samples are gathered from
Xinhua News Agency, a reputable news source in China,
while the fake news samples are verified using Weibo’s offi-
cial rumor debunking system.

In our study, we exclude samples for which the corre-
sponding image or Google inverse search results are unavail-
able. Statistically, Fakeddit comprises 31,011 news samples
for training and 6,181 for testing, whereas Weibo consists of
5,455 news samples for training and 1,493 for testing.

Comparison Models To validate the performance of the
proposed NSLM, we compare it against 11 baselines, in-
cluding two categories of models: 1) Uni-modal methods,
consisting of the pre-trained ResNet34 (He et al. 2016),
InceptionV3 (Szegedy et al. 2016), and RoBERTa (Liu
et al. 2019) models combined with a fully connected layer;
2) Multi-modal methods, containing EANN (Wang et al.
2018), SpotFake (Singhal et al. 2019), BTIC (Zhang, Gui,
and He 2021), HMCAN (Qian et al. 2021), CAFE (Chen
et al. 2022b), CMC (Wei et al. 2022), BMR (Ying et al.
2023) and LogicDM (Liu, Wang, and Li 2023). These
methods commonly utilize deep neural networks and well-
designed strategies, such as cross-modal knowledge ex-
ploitation and contrastive learning. Although BMR and Log-
icDM offer a certain degree of explainability, they do not ef-
fectively identify the deceptive patterns that reveal how fake
news is fabricated. In experiments, we employ the same pre-
processed data to re-run the official code provided by the
aforementioned papers for comparison.

Implementation Details In our NSLM, we adopt a ran-
domly sampled Gaussian distribution as the prior distribu-
tion p(z | x). We set the dimension d to 256 and the trade-
off weight µ to 0.5. During training, we use a batch size
of 8, while for testing, the batch size is set to 16. We em-
ploy a learning rate of 1e-5 for both datasets. The Fakeddit
dataset allows a maximum text length of 45 and an image
contexts length of 12, while for the Weibo dataset, the re-
spective maximum lengths are 110 for text and 10 for image
contexts. The whole model is trained with the Adaptive Mo-
ment Estimation (Adam) optimizer (Kingma and Ba 2014).

4.2 Experiment Results

Table 1 presents a comprehensive comparison of our NSLM
against popular baseline methods in terms of Accuracy, Pre-
cision, Recall, and Macro F1 score. The results consistently
indicate NSLM’s superior performance over other models
across all four metrics on both datasets, especially NSLM
brings 1.6% and 1.0% improvements in Accuracy over best-
performing CMC on the Fakeddit and Weibo datasets, re-
spectively. Such performance proves the efficacy of unravel-
ing the mechanisms underpinning fake news fabrication.

Table 1 also reveals that the image uni-modal approaches
yield quite inefficient performance, particularly evident in
the Weibo dataset characterized by intricate semantic im-
ages. In stark contrast, the text uni-modal method exhibits
much better performance, emphasizing the pivotal role of
textual information in effective fake news detection. More-
over, the multi-modal methods generally achieve even more
promising results, which demonstrates the potential for com-
plementary effects of the two modalities to improve detec-
tion accuracy. Among the multi-modal models, we can ob-
serve the results of CAFE are suboptimal. This could be at-
tributed to CAFE’s consideration of cross-modal ambiguity,
which can be regarded as a specific aspect of deceptive pat-
terns and might not universally apply in real scenarios. On
the other hand, we notice the exceptional performance of
CMC, which may relate to its adeptness in leveraging feature
correlations through a well-designed mutual learning strat-
egy. It’s important to note that CMC’s two-stage nature in-
troduces additional training time and complexity compared
to others. Regarding the best results of our NSLM, we be-
lieve this benefits from our model’s ability to reveal how fake
news is fabricated, enabling the identification of common
deceptive patterns shared among fake news.

4.3 Ablation Study

To thoroughly comprehend the impact of each suggested de-
ceptive pattern and its collective significance, we systemat-
ically exclude each pattern (w/o zk) individually and com-
binations of two patterns (w/o zk, zj , where k ̸= j). The
empirical results for model variants in Accuracy and Macro
F1 scores are reported in Table 2.

From Table 2, it is evident that the removal of two la-
tent variables has a more pronounced adverse impact on
the model’s performance than the elimination of only one.
This suggests that discarding more pattern features would
lead to inferior results. Specifically, on the Fakeddit dataset,
we found that the contribution of cross-modal inconsistency
(z

CI
) holds slightly higher significance among the three de-

ceptive patterns. Conversely, on the Weibo dataset, image
manipulation (z

IM
) is the most influential. This divergence

may arise from the variations in deceptive pattern distri-
butions across datasets with different languages and plat-
forms. The ablation results confirm the significance of cap-
turing the three proposed deceptive patterns in enhancing
performance, as removing any of these patterns results in
decreased accuracy.



Categories Models
Fakeddit Weibo

Accuracy Precision Recall Macro F1 Accuracy Precision Recall Macro F1

Uni-modal (image)
ResNet34 0.721 0.722 0.630 0.632 0.561 0.556 0.556 0.555

InceptionV3 0.737 0.726 0.665 0.674 0.584 0.583 0.583 0.583
Uni-modal (text) RoBERTa 0.832 0.819 0.806 0.812 0.829 0.828 0.829 0.829

Multi-modal
(text+image)

EANN 0.826 0.821 0.790 0.801 0.727 0.749 0.738 0.726
SpotFake 0.891 0.901 0.859 0.875 0.839 0.840 0.842 0.838

BTIC 0.897 0.888 0.885 0.886 0.835 0.838 0.838 0.835
HMCAN 0.892 0.885 0.876 0.880 0.832 0.833 0.835 0.832

CAFE 0.848 0.844 0.816 0.826 0.812 0.818 0.817 0.812
CMC 0.909 0.906 0.892 0.898 0.875 0.875 0.877 0.875

Multi-modal
(text+image)

+Explainability

BMR 0.901 0.890 0.890 0.891 0.843 0.843 0.843 0.843
LogicDM 0.873 0.867 0.850 0.858 0.852 0.852 0.852 0.852

NSLM (Ours) 0.925 0.919 0.915 0.917 0.885 0.884 0.885 0.884

Table 1: Comparison with the considered uni-modal and multi-modal baselines on Fakeddit and Weibo datasets in terms of
Accuracy, Precision, Recall, and Macro F1 score. The best results are in bold.

Models
Fakeddit Weibo

Accuracy F1 Accuracy F1

NSLM 0.925 0.917 0.885 0.884
w/o z

IM
0.923 0.914 0.864 0.863

w/o z
CI

0.922 0.913 0.874 0.873
w/o z

IR
0.923 0.914 0.874 0.874

w/o z
IM

, z
CI

0.918 0.910 0.865 0.865
w/o z

IM
, z

IR
0.921 0.912 0.865 0.865

w/o z
CI
, z

IR
0.919 0.910 0.861 0.861

Table 2: Comparison with different variants of NSLM. The
best results are in bold. The “w/o” is the abbreviation of
“without”. The “F1” denotes “Macro F1”.

4.4 Overall Evaluation of Deceptive Patterns
The revelation of underlying deceptive patterns in fake news
is a fundamental aspect of our model. To achieve this, we
employ logical constraints to weakly supervise the learning
of deceptive patterns z. By adjusting the trade-off weight µ
in the overall loss function Eq. (11), we aim to investigate
the impact of varying levels of logical supervision on the
quality of learned latent variables z, and how it subsequently
affects the model performance. The results depicted in Fig-
ure 3 show the influence of varying the weight µ from 0.1 to
0.9 on three key metrics: Acc evaluates the overall accuracy
of the predicted label y; Acch and Accs indicate the accu-
racy of yz obtained by logical aggregation of z through hard
logic (Eq. (3)) and soft logic (Eq. (10)) respectively, which
evaluate the overall quality of the learned z.

Starting with µ = 0.1, Figure 3 illustrates that, with lim-
ited logical supervision, both Acch and Accs exhibit rather
low values. This means that the latent variables z inade-
quately capture precise deceptive patterns in the absence of

WeiboFakeddit
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Figure 3: Evaluation of the overall accuracy and deceptive
patterns quality by varying the trade-off weight µ in the loss
function Eq. (11).

adequate logical guidance. As we increase this weight grad-
ually, the quality of z improves significantly. Notably, when
it hits 0.5, all the metrics achieve the best. However, as this
value continues to increase, the model’s performance tends
to stabilize or even exhibit a slight decline. This observation
highlights the significance of logic rules in shaping the qual-
ity of learned z and emphasizes that a moderate value of µ
is crucial to achieving optimal model performance. In addi-
tion, the overall Acc exhibits remarkable robustness to vari-
ations in the weight, showing relatively minor fluctuations
throughout the range. This finding verifies our NSLM’s abil-
ity to discover deceptive patterns without compromising its
overall predictive accuracy. In conclusion, the experimental
analysis clarifies the effectiveness of deceptive patterns and
the essential role of logical constraints.

4.5 Case Study
To give an intuitive comprehension of our NSLM‘s explain-
ability, we display the outputs of several fake news cases
from the Weibo dataset in Figure 4. This illustration includes



Text: Pigmen were found in Jishan 
Pa goda, Shuangyang Town, 
Zhangping City, Fujian Province.
Image contexts: Pigman, Human-
Beast, Hybrid

Learned deceptive patterns:
image manipulation
Predicted label: Fake

(a) Good case

Text: The ¥20 insurance purchased 
when buying a plane ticket, many 
of which include delay insurance.
Image contexts: Chemotherapy, 
Treatment, Liver cancer.

Learned deceptive patterns:
cross-modal inconsistency，
image repurposing
Predicted label: Fake

Text: #Boston Explosion# The 8-
year-old child died in today's 
explosion.
Image contexts: Fitness, Power 
t-shirts, French marathon

Learned deceptive patterns:
None
Predicted label: Fake

Text: The 10th grade Math in the 
U.S. Please summarize your 
feelings in one sentence!
Image contexts: Mathematics 
Textbook, High School, USA

Learned deceptive patterns:
None
Predicted label: Real

(b) Good case (c) Bad case (d) Bad case

Figure 4: Several fake examples of learned deceptive patterns from the Weibo dataset. The texts are translated from Chinese to
English. Good cases and bad cases showcase the successes and limitations of our NSLM, respectively.

the retrieved image contexts, learned deceptive patterns, and
predicted authenticity labels for each news example.

For the first two cases, NSLM performs effectively. In
case (a), it captures the presence of image manipulation,
since the manipulated ears in its image provide clear evi-
dence of fabrication through image tampering. In case (b),
a stark incongruity between text and image is evident. This
inconsistency also existed between text and the retrieved im-
age contexts such as chemotherapy, therapy, and liver cancer
that deviate from the textual description. The above observa-
tions substantiate the presence of both cross-modal inconsis-
tency and image repurposing in this case.

We also present two bad cases (c) and (d) in Figure 4 to
further analyze the limitations of our NSLM. In case (c), our
model incorrectly identifies the absence of deceptive pat-
terns, likely due to poor image contexts retrieved through
reverse search, failing to recognize the actual content of the
image depicting a girl wearing a race bib for the Chosun
City Jogging 5K. However, as we can see, the final pre-
dicted label is correct, suggesting that the imposed logical
constraints may not be effectively incorporated. In the last
example, the learned results also indicate the absence of all
three deceptive patterns, resulting in an erroneous judgment
of the prediction y that tries to be consistent with the log-
ical aggregated label of z. While the image indeed repre-
sents a genuine math book, determining whether it belongs
to the mentioned American 10th-grade mathematics requires
leveraging external knowledge.

It is worth mentioning that though several approaches
achieve explainability by emphasizing specific content com-
ponents or views in image and text of news, real-world sce-
narios may not always allow humans the time or exper-
tise to carefully analyze every sample. Instead, they require
clear and concise explanations. NSLM excels in providing
such explanations directly, unveiling the deceptive patterns
in fake news. For example, if people know that the case in
Figure 4 (a) contains a deceptive pattern of image manipu-
lation, they can quickly judge it as fake. This superiority be-

comes particularly valuable when dealing with large-scale
datasets and time-sensitive situations, where quick and ac-
curate decisions are paramount.

5 Related Works
Explainable fake news detection has become a prominent
area of research. For instance, (Chen et al. 2022a) made no-
table contributions in the field of fact-checking by utilizing
evidential information and combining phrase-level veracity
reasoning to determine the veracity of entire claims. This ap-
proach provides a more clear explanation. (Ying et al. 2023)
disentangles multi-modal features through single-view pre-
diction and explains which view is critical to the final deci-
sion. (Liu, Wang, and Li 2023) integrated logical clauses to
express the reasoning process of the target task, identifying
the contributing factors and selecting appropriate perspec-
tives for explanations. While the above models achieved cer-
tain explainability, none could reveal the deceptive patterns
within multi-modal fake news as concise explanations. Our
work uniquely bridges the gap by unveiling those patterns
through the constraints of symbolic logic rules.

6 Conclusion
In this work, we blaze a novel path to explainability by
elucidating unlabeled deceptive patterns within multi-modal
news. In detail, we propose NSLM that converts the verac-
ity of a news article into the presence of a set of deceptive
patterns, thereby providing insightful explanations.

Deceptive practices are constantly evolving, potentially
giving rise to new patterns. So in the future, we plan to ex-
tend our model into a dynamically adaptable framework to
adapt to these evolving patterns through the incorporation
of a versatile combined pattern mining module, which is an
extension of the Pattern Mining module in Figure 2. This
extended module operates by amalgamating various input
sources, thereby enabling the selection of specific inputs and
the extraction of implicit deceptive pattern characteristics.
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