Uncertainty-Aware Pre-Trained Foundation Models for Patient Risk Prediction via Gaussian Process
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ABSTRACT
Patient risk prediction models are crucial as they enable healthcare providers to proactively identify and address potential health risks. Large pre-trained foundation models offer remarkable performance in risk prediction tasks by analyzing multimodal patient data. However, a notable limitation of pre-trained foundation models lies in their deterministic predictions (i.e., lacking the ability to acknowledge uncertainty). We propose Gaussian Process-based foundation models to enable the generation of accurate predictions with instance-level uncertainty quantification, thus allowing healthcare professionals to make more informed and cautious decisions. Our proposed approach is principled and architecture-agnostic. Experimental results show that our proposed approach achieves competitive performance on classical classification metrics. Moreover, we observe that the accuracy of certain predictions is much higher than that of the uncertain ones, which validates the uncertainty awareness of our proposed method. Therefore, healthcare providers can trust low-uncertainty predictions and conduct more comprehensive investigations on high-uncertainty predictions, ultimately enhancing patient outcomes with less expert intervention.

CCS CONCEPTS
• Applied computing → Health informatics; • Computing methodologies → Artificial intelligence.
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1 INTRODUCTION

Figure 1: Pre-trained foundation models fine-tuned for patient risk prediction tasks. (Top) The conventional fully connected layer only supports deterministic prediction. (Bottom) Our Gaussian Process layer enables uncertainty-aware prediction. Therefore, healthcare professionals can investigate uncertain predictions and make cautious decisions.

Risk prediction models assist care providers in identifying patients at higher risks of future health-related events [24]. These events could include diseases, medical conditions, complications, or adverse health outcomes. Accurate risk prediction enables the implementation of preventative or early intervention measures to mitigate such risks. With the recent advancement of deep learning techniques, domain-specialized pre-trained foundation models (PFMs) [3, 25, 26] offer remarkable performance in risk prediction tasks by effectively utilizing scarce real-world clinical supervision signals. Moreover, PFMs can handle a variety of patient data modalities (e.g., textual clinical notes, visual histopathological images).

Pre-trained foundation models refer to large Transformer-based models [1, 14] that have become the de-facto standard for predictive and generative tasks with textual, visual, and other modality data. The successful paradigm is to pre-train PFMs with massive unlabeled data in pretext tasks and then fine-tune PFMs on a smaller task-specific dataset [4]. Originally proposed by natural language processing researchers, the Transformer architecture can effectively represent input tokens into latent dense vectors (embeddings) via...
the multi-head self-attention mechanism [22]. More modalities are further expanded by conducting various tokenization procedures in the input data (e.g., Vision Transformers [6] split each image into a sequence of patches) with minimum architecture modifications [15]. Therefore, large-scale PFMs with billions of parameters [12] can be trained with the support of the parallelization of their self-attention mechanism and powerful hardware accelerators.

Although achieving impressive accuracy in a wide range of patient risk prediction tasks recently, a notable limitation of PFMs lies in their deterministic predictions (i.e., lacking the ability to express its own predictive uncertainty) [5, 19]. Providing uncertainty estimates alongside predictions helps healthcare professionals make more informed and cautious decisions. It allows them to gauge the reliability of the model’s predictions and consider the uncertainty when deciding on a course of action for a patient. Conventional statistical models such as Bayesian models [7, 21] provide uncertainty-aware risk predictions, supported by robust theoretical bases. However, the drawbacks of these statistical models include hand-crafted feature engineering and ad-hoc technical designs, which impose significant challenges when adapting them to new applications with limited prior knowledge or training samples.

In this work, we propose uncertainty-aware PFMs to improve the trust between predictive models and healthcare professionals. Our proposed approach is principled and architecture-agnostic. A key technical contribution is to utilize Gaussian Process Classification (GPC) [17, 27] as the prediction layer. The original prediction layer of PFMs is mainly the fully connected layer that assigns deterministic probabilities to candidate class labels, which can not provide uncertainty quantification. A GPC layer is a Bayesian approach that inherently tackles the quantification of uncertainty. We follow the dominant learning paradigm to freeze the parameters of PFMs and only fine-tune our GPC layer on downstream patient risk prediction tasks. The frozen PFMs serve as the automated feature extractors based on rich domain-specific prior knowledge. Then the GPC layer is responsible for learning the mapping from the input embedding space to the output class space, providing uncertainty quantification based on Bayesian inference. To evaluate the performance of our uncertainty-aware PFMs, we conduct experiments on (a) one clinical note-based clinical outcome prediction dataset [18] and (b) one histopathological image-based breast cancer classification dataset [20]. Each dataset contains thousands of training instances for fine-tuning the PFMs. Four popular foundation models spanning text Transformers [16, 23] and vision transformers [6, 13] are tested. Empirical results demonstrate our uncertainty-aware PFMs achieve competitive performance to deterministic PFMs on classical classification metrics. Moreover, our uncertainty-aware PFMs are capable of generating stochastic predictions for each test instance, which naturally reflect the uncertainty levels of predictions. Empirically, we find the accuracy of certain predictions to be much higher than that of the uncertain ones, thus validating the uncertainty-aware property and real-world utility of our proposed approach.

2 PROPOSED APPROACH

2.1 Preliminaries

We focus on the classification setting for patient risk prediction. Definition 2.1 (Patient Risk Prediction (Classification)). Given a set of $N$ training instances $X = \{x_1, \ldots, x_N\}$ and their corresponding labels $Y = \{y_1, \ldots, y_N\}$, a classifier produces a predicted label $\hat{y}_i = F(x_i)$ as the function of any new test instance $x_i$. Empirically, pre-trained foundation models $PFM_\Theta$ contain:

1. A Transformer $\phi_\Theta$ that represents each input instance $x$ in latent dense vector by $h = \phi_\Theta(x)$. Here, $h \in \mathbb{R}^{1 \times d}$, where $d$ denotes the dimension of Transformer embedding space.

2. A fully-connected layer $f_\omega$ that maps $h$ into the unnormalized classification output (i.e., logits) by $z = f_\omega(h)$. Here, $z \in \mathbb{R}^{1 \times C}$, where $C$ denotes number of target classes. A common implementation for the fully-connected layer is $f_\omega(h) = hW + b$, where $W \in \mathbb{R}^{d \times C}$ and $b \in \mathbb{R}^{1 \times C}$ denote learnable parameters $\omega$ of $f_\omega$. Moreover, $f_\omega$ can be extended to more complicated forms when non-linearity is necessary.

The final classification prediction can be expressed as

$$\hat{y} = \arg \max_c \left(Pr(y = c|x) = \arg \max_c \left(\frac{e^{\phi(c)}}{\sum_c e^{\phi(c)}}\right)\right), \tag{1}$$

where $\phi(c)$ denotes the $c^{th}$ element of the high-dimensional vector $z$, which refers to the logits of predicting $x$’s label as $c^{th}$ class. The cross-entropy loss is employed to fine-tune $PFM_\Theta$:

$$\mathcal{L}(\Theta) = - \sum_{n=1}^{N} \mathbb{I}(y_n) \cdot \log(Pr(\hat{y}_n|x_n)), \tag{2}$$

where $\mathbb{I}(\cdot)$ is an indicator function that returns the one-hot encoding for the true class label $y_n$. Practically, only the parameters $\omega$ of the fully-connected layer $f_\omega$ are updated, while the parameters $\Theta$ of the Transformer $\phi_\Theta$ are frozen. Fine-tuning only the last layer allows the PFMs to adapt specifically to the downstream task at hand without disrupting the general knowledge encoded in the lower layers. It is also parameter efficient considering the PFMs often have a large number of parameters. Moreover, it can prevent overfitting when the scale of the training dataset is limited.

2.2 Gaussian Process Classification Layer to Enable Uncertainty-Aware Prediction

The fully-connected layer can only generate deterministic point estimates. Our insight is to employ a Gaussian Process-based [17] uncertainty-aware layer (GPC layer) $g_{\beta}$ to augment PFMs. For GPC layer capable of generating stochastic distribution estimation, it still implies $\text{Eq}$(1). However, $z_{c'_i}$ now is a random variable, thus capable of generating stochastic predictions that naturally reflect instance-level uncertainty through the variance of $z_c$. Following the noise case Gaussian Process property,

$$z_{c'_i} \sim GP_{\mu_{c'_i}}(\mathcal{K}(H, H) + \delta^2 I), \tag{3}$$

where $H = \phi_\Theta(X) \in \mathbb{R}^{NxM}$ denotes embeddings of all training instances, $\mathcal{K}(\cdot, \cdot) : \mathbb{R}^{NxM} \times \mathbb{R}^{NxM} \mapsto \mathbb{R}^{N \times N'}$ are the mean function and kernel function of one GP that corresponds to the logits for $c^{th}$ class, $\delta^2$ denotes the observation noise variance, $I \in \mathbb{R}^{N \times N}$ denotes an identity matrix. According to Bayes’ theorem, the Gaussian posterior of $z_{c'_i}$, for one new test instance $x_s$ can be expressed as

$$Pr(z_{c'_s}|H, Y, h_s) \sim \mathcal{N}(\mu_{c'_s}, \sigma_{c'_s}), \tag{4}$$
where \( N(\mu_{c\cdot}, \sigma_{c\cdot}) \) denotes a Gaussian distribution with mean prediction \( \mu_{c\cdot} \) and variance \( \sigma_{c\cdot} \). Thanks to the great mathematical properties of Gaussian Process, we can get closed-form expression

\[
\mu_{c\cdot} = m_c(h_c) + \mathcal{K}^T_c (H, h_c) \mathcal{K}_c^{-1} (H, h_c) (Y - m_c(h_c));
\]

\[
\sigma_{c\cdot} = \mathcal{K}_c(h_c, h_c) - \mathcal{K}^T_c (H, h_c) \mathcal{K}_c^{-1} (H, h_c) \mathcal{K}_c (H, h_c). \tag{6}
\]

In the general multi-classification setting, our proposed GPC layer \( g_{\theta} \) utilizes \( C \) independent GPs to transform the instance embedding into the class logits, denoted as \( g_{\theta} = [\mathcal{GP}_1, \ldots, \mathcal{GP}_C] \). Therefore, we can use the expectation to express predicted probability for a test instance \( x_s \) (as compared to Eq.(1)):

\[
Pr(y_s = c| x_s) = \frac{\sum_{c=1}^{C} e^{\mathcal{GP}_c(z_i^c, x_s)}}{\sum_{c=1}^{C} e^{\mathcal{GP}_c(z_i^c, x_s)}} Pr(z_i^c, x_s|H, Y, h_c) \frac{dz_i^c}{dz}. \tag{7}
\]

Unfortunately, we can’t get closed-form estimates of the probabilities in Eq.(7). An approximation using \( J \) samples can be used:

\[
Pr(y_s = c| x_s) \approx \frac{1}{J} \sum_{j=1}^{J} \frac{e^{\mathcal{GP}_c(z_{i(j)}^c, x_s)}}{\sum_{c=1}^{C} e^{\mathcal{GP}_c(z_{i(j)}^c, x_s)}}, \tag{8}
\]

where \( z_{i(j)}^c \) denotes the \( j \)-th sampling of \( z_{i(j)}^c \), following Eq.(4). As can be seen from Eq.(8), our GPC layer is capable of generating stochastic classification predictions with regard to each test instance, which inherently reflects the uncertainty quantification through the variance over the predicted samples. Instead of manually setting a hard threshold to determine whether a prediction is uncertain or not, we propose utilizing the \( t \)-test for that purpose to maximize the easy utility of our uncertainty-aware PFMs (please refer to Sec.3.3 for a detailed discussion).

In our GPC implementation, we further add a linear projector to the Transformer output embedding \( h \) before applying Gaussian Process, because Gaussian Process is more effective in input vectors with small dimensionality and modern Transformer embedding dimension \( d \) is typically 768 or 1024. The linear projector can be denoted as \( h' = \tanh(hW + b') \), thus \( h' \in \mathbb{R}^{d'} \), where \( d' \ll d \). Moreover, We select zero mean function for \( m(t) \), and radial basis function kernel with learnable lengthscale for \( \mathcal{K}(\cdot, \cdot) \), for efficient implementation. We follow the Dirichlet-based Gaussian Process [17] that transforms the classification targets into regression ones using an approximate Dirichlet classification likelihood [9].

3 EXPERIMENTS

3.1 Experimental Settings

Risk Prediction Dataset. We use the following datasets to evaluate our proposed method, with statistics presented in Tab.1.

1. MedNLI [18]: a natural language inference dataset, which focuses on identifying potential clinical outcome (hypotheses) based on past medical history (the premise), extracted from MIMIC-III clinical notes annotated by care providers.

2. BreakHis [20]: an image classification dataset, which focuses on distinguishing benign tumors and malignant tumors in breast cancer histopathological images, collected from multiple patients using various magnifying factors.

Backbone Pre-Trained Foundation Models. For text-modality backbone foundation models, we test on: (a.1) the bi-directional BERT-based architecture ClinicalBERT [23]; (a.2) the uni-directional auto-regressive GPT-based architecture BioGPT [16]. Both PFMs have been extensively pre-trained on the healthcare corpus. For image-modality backbone foundation models, we test on: (b.1) vision transformer-based architecture ViT [6]; (b.2) hierarchical vision transformer-based architecture SwinV2 [13]. Both PFMs have been extensively pre-trained on general-domain high-resolution images.

3.2 Classification Results

Table 2: Results of various uncertainty-aware PFMs.

<table>
<thead>
<tr>
<th>Method</th>
<th>NLL</th>
<th>Brier</th>
<th>Acc</th>
</tr>
</thead>
<tbody>
<tr>
<td>ClinicalBERT</td>
<td>0.85</td>
<td>0.51</td>
<td>60.34%</td>
</tr>
<tr>
<td>MC Droput</td>
<td>0.87</td>
<td>0.52</td>
<td>59.42%</td>
</tr>
<tr>
<td>GPC (Ours)</td>
<td>0.81</td>
<td>0.47</td>
<td>65.26%</td>
</tr>
<tr>
<td>BioGPT</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fully Connected</td>
<td>0.80</td>
<td>0.50</td>
<td>63.78%</td>
</tr>
<tr>
<td>MC Droput</td>
<td>0.81</td>
<td>0.47</td>
<td>63.29%</td>
</tr>
<tr>
<td>GPC (Ours)</td>
<td>0.86</td>
<td>0.51</td>
<td>67.65%</td>
</tr>
</tbody>
</table>

(b) Visual patient risk prediction results.

<table>
<thead>
<tr>
<th>Method</th>
<th>NLL</th>
<th>Brier</th>
<th>Acc</th>
</tr>
</thead>
<tbody>
<tr>
<td>ViT</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fully Connected</td>
<td>0.37</td>
<td>0.23</td>
<td>84.47%</td>
</tr>
<tr>
<td>MC Droput</td>
<td>0.37</td>
<td>0.23</td>
<td>84.37%</td>
</tr>
<tr>
<td>GPC (Ours)</td>
<td>0.34</td>
<td>0.20</td>
<td>86.47%</td>
</tr>
<tr>
<td>SwinV2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fully Connected</td>
<td>0.31</td>
<td>0.19</td>
<td>87.29%</td>
</tr>
<tr>
<td>MC Droput</td>
<td>0.33</td>
<td>0.20</td>
<td>86.26%</td>
</tr>
<tr>
<td>GPC (Ours)</td>
<td>0.63</td>
<td>0.24</td>
<td>87.74%</td>
</tr>
</tbody>
</table>

We first examine the performance of all methods using conventional classification metrics, including negative log-loss (NLL), Brier Score [2], and accuracy, which are reasonable and widely used in previous studies. Among these metrics, both NLL and Brier Score are the less the better, and accuracy is the more the better. As can be seen from Tab.2, our GPC-based PFMs achieve competitive performance in NLL and Brier Score across all four foundation models over two datasets. Moreover, our method consistently outperforms baselines in accuracy for all two risk prediction tasks.

3.3 Uncertainty Quantification

Other than the conventional classification metrics, we are interested in the uncertainty quantification of the proposed method. Existing uncertainty quantification works [10, 17] have been focusing on confidence calibration (i.e., the predicted probabilities...
by a classification model should be aligned with the actual likelihood of the corresponding outcomes), which mainly provides a group-level uncertainty. In this work, we adopt an instance-level uncertainty quantification metric to reflect how sure the model is about each of its predictions. The uncertainty quantification is conducted on the stochastic outputs from non-deterministic classification models. Specifically, we apply paired two-sample t-tests on model predictions [11]: we obtain the most and second-most probable predictions for each instance, and test whether the difference is statistically significant. The rejection status ($\epsilon = 0.01$) reflects whether the predictive model is certain about its prediction for a specific test instance. As shown in Fig.2, we obtain the average accuracy over predictions with low-uncertainty (denoted as "[method]-certain") v.s. ones with high-uncertainty (denoted as "[method]-uncertain"). The accuracy of certain predictions made by our GPC-based PFMs is always the highest among all backbone foundation models and all datasets. Moreover, clear accuracy gaps can be consistently observed between GPC-certain predictions and GPC-uncertain predictions, while such gaps are vague for the baseline method MC Dropout. This outcome validates the uncertainty-awareness property of our proposed method. Therefore, by trusting low-uncertainty predictions and requesting care providers’ further investigation on high-uncertainty predictions, the proposed GPC-based PFMs can achieve trustworthy patient risk prediction with minimum manual intervention.

4 CONCLUSION

Our innovative Gaussian Process-based approach enables pre-trained foundation models to output accurate predictions with instance-level uncertainty quantification. The uncertainty-aware PFMs acknowledge the inherent complexity of medical conditions and respect the uncertainties involved in predicting individual patient outcomes. In the future, we aim to (1) extend our uncertainty-aware PFMs into more modalities such as waveforms (human physiological data) and tabular (electronic health records); (2) explore the mini-batch stochastic gradient descent technique of Gaussian Process to reduce the computational burden.
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