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ABSTRACT
Scientific document classification is a critical task for a wide range of applications, but the cost of collecting human-labeled data can be prohibitive. We study scientific document classification using label names only. In scientific domains, label names often include domain-specific concepts that may not appear in the document corpus, making it difficult to match labels and documents precisely. To tackle this issue, we propose WanDeR, which leverages dense retrieval to perform matching in the embedding space to capture the semantics of label names. We further design the label name expansion module to enrich its representations. Lastly, a self-training step is used to refine the predictions. The experiments on three datasets show that WanDeR outperforms the best baseline by 11.9%. Our code will be published at https://github.com/ritaranx/wander.
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1 INTRODUCTION
Scientific document classification aims to assign scientific literature to pre-defined categories, supporting various applications [5, 27, 38]. Recently, pretrained language models (PTLMs) have demonstrated impressive performance in document classification [1, 7]. However, they often require a large number of annotations for fine-tuning, which restricts their deployment in real-world applications. When practitioners cannot afford to label many documents, it is often easier for them to provide category-descriptive label names as weak supervision for each class [17, 34]. Motivated by this, we focus on scientific document classification under the setting where only the label name for each class as well as the unlabeled corpus are available [18]. This task is challenging as the label names can be short and succinct, often containing a few words only. How to mine class-relevant knowledge with weak supervision is nontrivial.

There exist plenty of studies on automatic document categorization using class-relevant keywords [16–18, 25, 33]. These methods often leverage the keywords as input to extract relevant documents with hard matching for pseudo label generation. Although these methods achieve competitive performance, they mainly focus on tasks from general domains. For these tasks, the keywords can be commonly used words (e.g. ‘Good/Bad’ for reviews), and they can be matched with many examples. However, for scientific documents, the label names can either be too domain-specific, or contain multiple concepts [37]. As a result, they often have limited coverage over the corpus, which causes performance degradation when applying prior weakly-supervised techniques to the scientific domain.

In this work, we propose WanDeR (Weakly-supervised Scientific Text Classification using Dense Retrieval), a multi-stage training framework for weakly supervised text classification using dense retrieval (DR), as shown in Figure 1. In DR, both queries and documents are represented as dense vectors, and the relevance between them is calculated via similarity metrics (e.g. dot product) [14]. This makes DR an ideal choice to tackle the above challenges, as it captures the semantics for different classes and circumvents the mismatch issue. To incorporate DR into the framework, we regard label names as queries, and retrieve the most relevant documents from the unlabeled corpus for each class (Stage-I, Sec. 3.1) to create...
an initial set of pseudo-labeled documents, which can be used to fine-tune the PTLM for the target task.

Although Stage-I is able to extract relevant documents, their performance can be less satisfactory because label names are insufficient to capture all the class-specific information. To overcome this drawback, in Stage-II, we expand the label names with the extracted keywords using local and global information (Sec. 3.2). Specifically, we first adopt the TF-IDF algorithm [11] on the retrieved documents to select the top-ranked words. In addition, we use the PTLM to calculate the embedding similarity between the candidate words and the label names as the global score. The local and global information is connected via an ensemble ranking module, and we augment the label name for each class by selecting the word with the highest score. The above expansion step is repeated multiple times to enrich the query [8] and help the DR model retrieve more relevant documents from the corpus.

To leverage all unlabeled data to further improve the performance, an additional step is to harvest self-training [18, 28] (Stage-III, Sec. 3.3) to refine the PTLM classifier by bootstrapping over high-confidence examples and improve its generalization ability.

We verify the effectiveness of WANDeR by conducting experiments on three datasets and show that our model outperforms the previous weakly-supervised approaches by a large margin. Our analysis further confirms the advantage of leveraging dense retrieval for tackling the limited coverage issue of label names as well as the efficacy of multi-stage training for improving the performance.

2 PRELIMINARIES

2.1 Problem Definition

Our weakly-supervised scientific document classification with \( C \) classes is defined as follows. The input is a training corpus \( X = \{d_1, d_2, \ldots, d_{|X|}\} \) of documents without any labels. In addition, for each class \( c \) (\( 1 \leq c \leq C \)), a label-specific name \( w_c \) is given, which consists of one or a few words. We aim to learn a classifier \( f(x; \theta) : X \to Y \). Here \( X \) denotes all samples and \( Y = \{1, 2, \ldots, C\} \) is the label set. While there exist works on multi-label classification [22] or metadata-aware classification [9, 36], we focus on the basic setting by assuming (1) each document only belongs to one category and (2) no other metadata information are available.

2.2 Challenges for Scientific Text Classification

While existing weakly supervised methods [18, 25] achieve competitive performance on general-domain datasets, applying them directly to scientific datasets often causes performance degradation. To illustrate this, we use AGNews [35] as the general-domain dataset and MeSH [5] as the scientific dataset. The average precision (i.e., the portion of correctly matched examples) and coverage (i.e., the portion of examples that can be matched by label names) for label names are shown in Figure 2a. We observe that for the scientific domain, the precision and coverage decline by 6% and 37% respectively. Moreover, the results of per-class coverage (presented in Figure 2b) indicate that the label distribution is more imbalanced for scientific data. For MeSH, there are 4 out of 11 classes where the label name cannot match any examples from the unlabeled corpus.

These two issues prevent the previous weakly-supervised models [18, 25] from performing well. As shown in Figure 2c, gaps to the performance of the fully-supervised model are much larger for scientific datasets (36%) than general-domain datasets (8%), which indicates that these advanced techniques cannot resolve the unique challenges that exist in the scientific domain.

3 METHOD

From the analysis in the above section, we conclude that it is necessary to propose techniques beyond hard matching to better harvest the semantic label name information. Towards this goal, we present our framework WANDeR in Figure 1, a multi-stage training scheme based on dense retrieval, to perform document classification using label names only. The three stages are detailed below.

3.1 Stage-I: Dense Retrieval with Label Names

Directly using the label-indicative keywords to extract documents is sub-optimal for scientific documents, due to their limited coverage and inferior ability to capture the class-related semantics. Motivated by this, we propose to leverage dense retrieval (DR) [14] to effectively retrieve the most relevant documents. Specifically, DR represents the input information (“query”) \( q \) and target corpus (“document”) \( d \) in the continuous embedding space as \( g(q; \phi), g(d; \phi) \) respectively, where \( g(\cdot; \phi) \) is the dense retrieval model with \( \phi \) being the parameter of \( q \). Then, DR matches queries and documents via approximate nearest neighbor (ANN) using the relevance score \( r(q, d, \phi) = \langle g(q; \phi), g(d; \phi) \rangle \), where \( \langle \cdot, \cdot \rangle \) is the cosine similarity.

Next, we introduce the approach to train the DR model as well as leverage DR to extract documents from the corpus \( X \).

\( \square \) Task-adaptive DR Model Pretraining. To pretrain a DR model \( g(\cdot; \phi) \) on the corpus \( X \), we use the contrastive learning widely adopted in recent research [10, 12, 32]. Specifically, for each document \( d_i \in X \), we sample two sentences \( d_{i1}, d_{i2} \) as the positive pair. The training objective for \( d_i \) can be written as

\[
\ell_{\text{CL}} = -\log \frac{\exp \left( \tau \cdot \langle g(d_{i1}; \phi), g(d_{i2}; \phi) \rangle \right)}{\sum_{j=1,2} \sum_{d \in D_i^{-}} \exp \left( \tau \cdot \langle g(d_i; \phi), g(d_{i}^{-}; \phi) \rangle \right)},
\]

where \( d_i^{-} \in D_i^{-} \) are the in-batch negatives, and \( \tau \approx 0.01 \) is the parameter for temperature. Contrastive pretraining improves both the alignment and uniformity for embeddings [13, 24, 29, 30], which can better support the retrieval task in our framework.

\( \square \) Document Retrieval using Label Names. With the DR model, we aim to extract an initial set of labeled data for each class by feeding the label names (as queries) to the DR model. The initial retrieved document set \( D_i \) for the \( i \)-th class can be written as

\[
D_i = \text{Top-}k_{\text{ANN}} X | r(w_i, d, \phi),
\]

where \( k \) is the number of retrieved examples, and the label of the retrieved document is determined by the category of the label name.
In this way, we get rid of the challenge brought by those infrequent label names and provide a flexible way to encode the label-related semantics. All retrieved examples \( D = \bigcup_{i=1}^{L} D_i \) are then used for classification, which will be discussed in the following part.

□ Training Classifiers with Retrieved Text. With the retrieved document set \( D \), one can simply finetune a classifier \( f(\cdot; \theta) \) with the standard cross-entropy loss:

\[
\min_{\theta} \mathbb{E}_{(x_i, y_i) \in D} \ell_{CE}(f(x_i; \theta), y_i). \tag{3}
\]

The fine-tuned model is used for target classification tasks.

3.2 Stage-II: Expand Label Names with Local and Global Information

One drawback of the above stage is that the label names are often too abstract to fully represent the semantics information for classes. As such, the retrieved documents still contain label noise, which hurts the downstream performance. To tackle this, we propose to automatically extract class-related keywords to expand the label name, by using both local information from the retrieved documents and global information from the general pretrained models.

□ Local Information for Keyword Extraction. To identify the class-related keywords, we assume terms that appear frequently within documents from a specific class while infrequently for other classes are more likely to be class-indicative words for that class [16]. Inspired by TF-IDF [11], we measure the indicativeness of word \( w \) for class \( c \) from the retrieved document \( D \) as:

\[
L_{w,c} = tf_{w,c} \cdot \log (1 + A/tf_{w}) \cdot \text{cnt}_{w,c}. \tag{4}
\]

Here \( tf_{w,c} \), \( \text{cnt}_{w,c} \) stands for the frequency and occurrence time of word \( w \) within documents from class \( c \) and \( tf_w \) is the frequency of \( w \) in corpus, \( A \) is the average number of words per class. In this way, words appear commonly in the class-related documents while being less generic will receive higher score. For each class, we extract \( m \) words with the highest score as the candidate set \( C^1 \).

□ Global Information for Keyword Semantics. The above step only considers the word occurrence in the local corpus, without modeling the semantic information. An ideal keyword, however, should also have a closer meaning to the label name. Motivated by this, we leverage the PTLM to transfer the global knowledge from pretrained corpora and encode the contextual information for each word. We calculate the embeddings of both label names and candidate words by averaging the output of all tokens from the last layer of PTLM \( h(\cdot; \psi) \). For word \( w \) \( c \) from the candidate set of class \( c \), the global score is calculated between \( w \) and the label name \( w_c \) using the embedding similarity as:

\[
G_{w,c} = \langle h(w_c; \psi), h(w; \psi) \rangle. \tag{5}
\]

□ Ensemble Reranking. To effectively combine the local and global information, we sort candidate words \( w \in C_c \) for \( t \)-th class using the score \( L_{w,c} + G_{w,c} \), respectively. Then, each word \( w \) will have two ranks as \( \text{rank}_{L,c}(w) \) and \( \text{rank}_{G,c}(w) \). We rerank the words using the ensemble score based on Reciprocal Rank Fusion (RRF) [6]:

\[
\text{score}_{w,c} = 1/\text{rank}_{G,c}(w) + 1/\text{rank}_{L,c}(w). \tag{6}
\]

For each class, we add one word with the highest score to expand the label name. For expansion, we simply concatenate the previous label name and the newly identified word for enrichment [2, 19].

\[\text{We omit words that already appeared in label names during the expansion (stage-II).}\]

4 EXPERIMENTS

4.1 Experiment Setups

□ Datasets. We conduct experiments on three datasets from multiple domains including MeSH [5], arXiv-CS [4], arXiv-Math [4]. The statistics for each dataset are shown in Table 1. For arXiv-CS and arXiv-Math, we select papers from years 2017-2020 as the train set, 2021-2022 as the test set, and use the topic from the main category as the label.

□ Baselines. We compare WanDeR with these baselines: (1) IR [23] leverages TF-IDF to assign labels for documents. (2) Dataless [3] uses Wikipedia to embed labels and documents. Each document is classified to the label with the highest similarity. (3) SentenceBERT [20] is trained on NLI data to embed labels and documents for classification. (4) LOTClass [18], (5) X-Class [25], and (6) FastClass [26] are three recent methods that use PTLMs for label-name-only text classification by using masked language modeling or pretraining representations.

□ Implementations. We use the pre-trained SciBERT [11] as the backbone. The retrieval model \( g \) (Eq. (1)) and PTLM \( h \) (Eq. (5)) are initialized from SciBERT, and \( g \) is pretrained on the corpus \( X \) for 5 epochs. The maximum length is set to 512. For Stage-I and II, we finetune \( f(\cdot; \theta) \) for 5 epochs with Adam as the optimizer and set the batch size and learning rate to 32 and 2e-5. Other hyperparameters include \( r \) in Eq. (1), \( k \) for ANN in Eq. (2), \( y \) in Eq. (7), \( m \) in Sec. 3.2. We set \( r = 0.01, m = 100, k = 100, y = 0.8, \alpha = 0.5 \) without tuning. We study the effect of \( k, y \) in Sec. 4.3.
Table 2: Performance on three datasets. Bold and blue indicate the best and second-best results for each dataset. Macro-F1 is the main metric as the label distribution is imbalanced.

<table>
<thead>
<tr>
<th>Method</th>
<th>MeSH</th>
<th>arXiv-Math</th>
<th>arXiv-CS</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mi-F1</td>
<td>Ma-F1</td>
<td>Mi-F1</td>
</tr>
<tr>
<td>Fully Supervised</td>
<td>90.5±0.3</td>
<td>90.3±0.2</td>
<td>80.6±0.3</td>
</tr>
<tr>
<td>IR [23]</td>
<td>40.6</td>
<td>37.6</td>
<td>27.8</td>
</tr>
<tr>
<td>Dataless [3]</td>
<td>36.1</td>
<td>26.8</td>
<td>18.9</td>
</tr>
<tr>
<td>SentenceBERT [20]</td>
<td>68.6</td>
<td>66.0</td>
<td>48.9</td>
</tr>
<tr>
<td>LOTClass [18]</td>
<td>57.9±1.7</td>
<td>44.9±1.6</td>
<td>43.8±1.0</td>
</tr>
<tr>
<td>X-Class [25]</td>
<td>55.2±1.4</td>
<td>54.4±1.3</td>
<td>46.5±1.4</td>
</tr>
<tr>
<td>FastClass [26]</td>
<td>78.5±1.3</td>
<td>78.3±1.3</td>
<td>53.5±1.3</td>
</tr>
<tr>
<td>WandeR</td>
<td>82.0±0.4</td>
<td>81.9±0.4</td>
<td>58.0±0.8</td>
</tr>
<tr>
<td>Gain A</td>
<td>3.5±1.4</td>
<td>3.8±1.5</td>
<td>4.5±1.4</td>
</tr>
</tbody>
</table>

WandeR (Stage-II) | 76.0±1.0   | 75.6±1.3   | 56.4±1.4    |
| WandeR (Stage-II) | 79.9±0.6   | 80.2±1.7   | 57.1±1.1    |

Figure 3: Studies of Different Retrieval Models and Hyperparameters (Best View in Colors).

4.2 Experiment Results

☐ Main Experiments. We report both Macro-F1 and Micro-F1 scores for WandeR and baselines in Table 2. The mean and variance over 5 runs are calculated when fine-tuning is used. We observe that WandeR consistently achieves the best performance on three datasets, with an average gain of 11.9%. In contrast, X-Class and LOTClass, which achieve strong results on general-domain tasks, fail to perform well on the scientific domain, as they cannot handle the challenges mentioned in Sec. 2.2. Moreover, traditional baselines, such as IR and Dataless, are inferior to other methods using PTLMs, indicating their limited ability for modeling scientific text. Although SentenceBERT and FastClass use extra labeled data for embedding learning, they fail to expand the label names for enriching representations, leading to sub-optimal performance.

☐ Effect of Multi-stage Training. The bottom two rows in Table 2 show the performance of WandeR after Stage-I and II, which justifies that all three stages contribute to the final performance. Moreover, WandeR outperforms all baselines even without self-training (Stage-III), indicating that it can retrieve a small set of high-quality data to support downstream tasks sufficiently.

4.3 Ablation and Hyperparameter Studies

☐ Study of DR Models. To illustrate the effect of task-adaptive contrastive learning (TAPT) for DR model pretraining, we substitute \( g() \) with other models including BM25 [21], SciBERT [1] without TAPT, the strong unsupervised DR model Contriever [12], and compare the performance in Figure 3a. Overall, our model achieves the best performance, which justifies the need for TAPT as it effectively reduces the distribution shifts and also produces better embeddings. Instead, using sparse retrieval model (BM25) yields undesirable performance as it cannot understand label names well.

☐ Effect of Hyperparameters. We study the effect of \( k \) and \( \gamma \) in WandeR on MeSH and arXiv-CS, as shown in Figure 3b and 3c. We observe that the performance first increases with larger \( k \) as the model benefits from more retrieved examples. When \( k \) reaches 100, the performance remains stable, as too many retrieved examples introduce label noise and diminish the performance gain. We also run experiments with different thresholds \( \gamma \). The result indicates that the model performance is insensitive to \( \gamma \), and the self-training component leads to performance gain in most studied regions.

☐ Effect of Local and Global Information. Figure 4 illustrates the performance of WandeR and its variants over 5 expansion iterations. Overall, we observe that removing local or global information hurts the performance, since these two modules provide complementary information. Combining these two terms together results in better pseudo labels and improves downstream performance.

4.4 Case Studies

We present a case study in Table 3 to showcase that WandeR is able to discover class-related keywords to expand label names. Take diabetes as an example, it is often related to high glucose level and glycemic index. Besides, insulin and metformin are used as treatments for diabetes. Moreover, take machine learning as another example, it is applied to classification tasks. Boosting, ensemble, tree are all techniques to tackle machine learning problems. These all indicate that WandeR can enrich the semantics of label names.

5 CONCLUSION

We propose WandeR, a multi-stage training framework for weakly-supervised scientific document classification with label name only. We leverage dense retrieval to go beyond hard matching and harness the semantics of label names. In addition, we propose a label name expansion module to enrich its representations, and use self-training to improve the model’s generalization ability. Experiments on three datasets demonstrate that WandeR outperforms the baselines by 11.9% on average. For future works, we plan to extend WandeR to other scenarios such as multi-label classification.
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