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Abstract

There is a growing demand for sharing data repositories
that often contain personal information across multiple au-
tonomous, possibly untrusted, and private databases. This
paper discusses constraints imposed by individual privacy
as well as institutional data confidentiality on data mining
across multiple databases and presents our initial solutions.
We develop a suite of decentralized protocols that aim to ef-
fectively anonymize the data for each individual database
and compute the query results across databases in a prob-
abilistically secure manner. By relaxing the privacy con-
straints and accuracy requirement, the protocols achieve
efficiency and scalability not offered by traditional multi-
party secure computation approaches. Our primary view-
point is that some approximation is tolerable and even de-
sirable for scalable and robust mining across large, multi-
party distributed environment.

1 Introduction

The information age has enabled many organizations to
collect large amounts of data that often contains personal
information. There is a growing demand for sharing such
data repositories across multiple autonomous, possibly un-
trusted, and private databases. An example scenario is the
Shared Pathology Informatics Network (SPIN) )1 initiative
by National Cancer Institute for researchers throughout the
country to share pathology-based data sets. However, per-
sonal health information is protected under the Health In-
surance Portability and Accountability Act (HIPAA)23 and
cannot be revealed without de-identification or anonymiza-
tion. In addition, institutions may not want to reveal their
databases even after de-identification for various legal or
commercial reasons.

1Shared Pathology Informatics Network.
http://www.cancerdiagnosis.nci.nih.gov/spin/

2Health Insurance Portability and Accountability Act (HIPAA).
http://www.hhs.gov/ocr/hipaa/.

3State law or institutional policy may differ from the HIPAA standard
and should be considered as well.

We consider these constraints imposed by individual pri-
vacy as well as institutional data confidentiality on data
mining across multiple distributed databases. The first con-
straint can be generalized into the problem of privacy pre-
serving data publishing where a data custodian needs to dis-
tribute an anonymized view of the data that does not contain
individually identifiable information to a data recipient (ei-
ther a shared network or an individual researcher or insti-
tution). The second constraint can be generalized into the
problem of multi-party secure computation where we wish
to compute an answer given a query or data analysis task
spanning multiple databases without revealing any informa-
tion of each individual database apart from the result. In a
distributed environment, if we can guarantee the data confi-
dentiality imposed by the second constraint, the individual
privacy imposed by the first constraint is also guaranteed as
long as the mining result alone does not reveal any personal
information.

We identify three important dimensions that we should
consider when designing a privacy preserving distributed
mining algorithm, namely,accuracy, efficiency, and pri-
vacy. Thinking of the design space in terms of these three
dimensions presents many advantages. Ideally, we would
like the algorithm to have a comparable accuracy to its
non-privacy preserving counterpart, and an absolute pri-
vacy wherein no information other than the trained model or
mined results should be revealed to any node. At one end of
the spectrum, we have the non-privacy preserving classifier
algorithms, which are highly efficient but are not secure. At
the other end, we have the secure multi-party computation
protocols [7, 6], using which we can construct classifiers
which are provably secure in the sense that they reveal the
least amount of information and have the highest accuracy;
but are very inefficient. Our design goal is to look for algo-
rithms that can provide a desired level of tradeoff between
the accuracy of the classifier constructed and the stringency
of the privacy requirements while maintaining efficiency.

With these design objectives in mind, we present a set
of decentralized protocols that effectively anonymize the
data for each individual database and compute the mining
results across databases in a probabilistically secure man-

1



ner. Rather than relying on cryptographic techniques, it is
built on top of the random response idea and utilizes a set of
probabilistic multi-round protocols. By relaxing the privacy
and confidentiality constraints and accuracy requirement,
the protocols achieve efficiency and scalability not offered
by traditional multi-party secure computation approaches.
The primary contribution of the paper does not lie in each
of the protocols themselves, but rather in illustrating that
we can build primitive as well as complex protocols from
multi-round random response protocols without relying on
encryption techniques and some approximation in the pro-
tocols is tolerable and even desirable for scalable and robust
mining across large, multi-party distributed environment.

2 Related Work

The approach of protecting privacy of distributed sources
was first addressed by the construction of decision trees
[13]. This work closely followed the traditional secure
multiparty computation approach and achieved perfect pri-
vacy. There has since been work to address association rules
[18, 8], naive Bayes classification [10, 20, 27], andk-means
clustering [19] as well as general tools for privacy preserv-
ing data mining [5]. As a recent effort, there is also re-
search on privacy preserving topk queries [21] and privacy
preserving distributedk-NN classifier [9], both across verti-
cally partitioned data usingk-anonymity privacy model. A
few specialized protocols have been proposed, typically in
a two party setting, e.g., for finding intersections [2], and
kth ranked element [1]. [23] studied the problem of inte-
grating private data sources with vertically partitioned data
while satisfying k-anonymity of the data. Though still based
on cryptographic primitives, they achieve better efficiency
than traditional multi-party secure computation methods by
allowing minimal information disclosure. Another main ap-
proach to achieve privacy preserving data mining is to use
data perturbation techniques, either additive or multiplica-
tive randomization [11, 22, 14]. There are also work [12] fo-
cused on coping with potential malicious behaviors of par-
ticipating parties, instead of the traditionally assumed semi-
honest behavior.

In contrast, our protocol does not rely on cryptographic
primitives or data perturbation. It leverages the large multi-
party network (n > 3) and utilizes probabilistic multi-round
distributed protocols to achieve minimal information disclo-
sure and minimal overhead. We illustrate the idea by build-
ing akNN classifier across horizontally partitioned data.

Another related area is the anonymous network where
the requirement is that the identity of a user be masked
from an adversary. There have been a number of appli-
cation specific protocols proposed for anonymous commu-
nication, including anonymous messaging (Onion Routing
[17]), anonymous web transactions (Crowds [16]), anony-

mous indexing (Privacy Preserving Indexes [3]) and anony-
mous peer-to-peer systems (Mutual anonymity protocol
[24]). Some of these techniques may be applicable for data
integration tasks where parties opt to share their information
anonymously. However, anonymity is a less strong require-
ment than data privacy.

3 Primitive Protocols

Consider a large multi-party network (n > 3) where data
arehorizontally partitionedacross the private databases, we
first present a set of protocols that provide primitive oper-
ations common to and required by many data mining ap-
plications. The key idea of the protocols is to leverage the
inherent anonymity in the large network and utilize prob-
abilistic multi-round distributed protocols to achieve min-
imal information disclosure and minimal overhead rather
than relying on computation-heavy encryption techniques.
The primitive protocols are not exhaustive but sufficient for
us to illustrate the mining examples in a later section.
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Figure 1. Protocol Overview

Protocol Structure. Figure 1 presents a system overview.
Nodes are mapped into aring topologyrandomly. Each
node has a predecessor and successor. It is important to
have the random mapping to reduce the cases where two
colluding adversaries are the predecessor and successor of
an innocent node. The ring setting is commonly used by
distributed consensus protocols such as leader election algo-
rithm [15]. We also plan to explore other topologies such as
hierarchy for designing potentially more efficient protocols.
The initialization moduleis designed to select the starting
node among then participating nodes and then initialize a
set of parameters used in the local computation algorithms.
The local computation moduleis a standalone component
that each node executes independently illustrated in Figure
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2. The essential idea of the protocol is to perform one or
multiple rounds in which a global value is passed from node
to node along the ring. Each node can inject some random-
ization into the local computation, such that the chance of
data value disclosure at each node is minimized and at the
same time the eventual result of the protocol is guaranteed
to be correct.

We assume a semi-honest model for the participating
nodes in the sense that they correctly follow the protocol
specification, yet attempt to learn additional information
about other nodes by analyzing the transcript of messages
received during the execution of the protocol. One of our
ongoing efforts is to develop a decentralizedkNN classifi-
cation protocol that is resilient against malicious nodes.

Sum. Distributed data mining algorithms frequently calcu-
late the sum of values from individual sites. We first present
a simple PrivateSum protocol for multiple nodes (n >= 3)
similar to [5]. Note that it is a deterministic protocol where
only the first node uses a random value. Assume that the
domain for the values lies in the range[0, n] and each node
i holds a private valuevi. Node 1 generates a random value
g1 between[0, n] and passes it to its successor. Since the
value is chosen uniformly from the range, node 2 learns
nothing about the actual value ofv1. Nodei, upon receiving
the global valuegi−1 from its predecessor, compute the sum
gi−1 + vi and sends the value to its successor. Nodei + 1
does not learn anything about the values held by previous
nodes. At the end of the round, node 1 computes the global
sum bygn − g1 + v1.

Union. Set union is another common operation in data
mining (such as finding frequent itemsets over the union
of databases). A commutative encryption based approach
is suggested in [5]. We present a protocol similar to Pri-
vateSum protocol that does not rely on encryption. Assume
each nodei hold a private setSi. Node 1 generates a ran-
dom setG1 and passes it to its successor. Node 2 learns
nothing about the actual set of node 1. Nodei, upon receiv-

ing the global setGi−1 from its predecessor, compute the
unionGi−1 ∪ Si and sends the value to its successor. With
a large random set to start with, nodei+1 learns little about
the set held by previous nodes. At the end of the round, node
1 computes the global union by(Gn −G1) ∪ S1. Note that
this protocol does not remove duplicates. Alternatively, we
can have each node create a binary vector where 1 in theith
entry represents that the node has theith item. We can use a
probabilistic OR protocol [4] to compute the OR of the bit
vectors and derive the set union.

Max. The PrivateMax protocol is proposed in [25] for
max(min) selection for multiple nodes (n >= 3). It is a
probabilistic protocol where each node injects certain ran-
domization in their local computation with a given random-
ization probability associated with each round. The ran-
domization probability decreases in each round to ensure
that the final result will be produced in a bounded num-
ber of rounds. Given an initial an initial probability,p0,
and a dampening factor,d, the randomization probability
for roundr, Pr(r), can be defined asPr(r) = p0 ∗ dr−1.
At roundr, nodei performs a local randomized algorithm
described in Algorithm 1. For detailed illustration and anal-
ysis of the algorithm, please refer to [25].

Algorithm 1 Local Algorithm for PrivateMax Protocol (ex-
ecuted by nodei at roundr)

INPUT: gi−1(r), vi, OUTPUT:gi(r)
Pr(r)← p0 ∗ dr−1

if gi−1(r) ≥ vi then
gi(r)← gi−1(r)

else
with probabilityPr: gi(r) ← a random value between
[gi−1(r), vi)
with probability1− Pr: gi(r)← vi

end if

Topk. The PrivateTopk protocol finds the topk values and
works similarly as PrivateMax (k = 1) protocol. Each node
uses a local vector to participate in the protocol. The proto-
col performs multiple rounds in which a current global topk

vector is passed from node to node along the ring. Each
nodei, upon receiving the global vector from its predeces-
sor at roundr, performs a randomized algorithm and passes
its output to its successor node. The complexity of extend-
ing the protocol from max to topk lies in the design of the
randomized algorithm. For detailed description and analy-
sis of the protocol, please refer to [25].

4 Data Mining Protocols

In this section, we illustrate how we can build aggregate
protocols based on previous protocols for mining in a dis-
tributed and privacy preserving manner.
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kNN Classification. We first consider the problem where
the nodes want to train akNN classifier on the union of their
databases while revealing as little information as possible
to the other nodes during the construction of the classifier
(training phase) and the classification of a new query (test
phase) and present a distributedkNN protocol [26].

To solve thekNN classification problem, we need to
adapt the basic distance weightedkNN classification algo-
rithm to work in a distributed setting in a privacy preserving
manner. We divide thekNN classification problem into the
following two sub-problems.

1. Nearest neighbor selection:Given a query instance
x to be classified, the databases need to identify all
points that are among thek nearest neighbors ofx in a
privacy preserving manner.

2. Classification: Each node calculates its local classifi-
cation ofx and then cooperate to determine the global
classification ofx in a privacy preserving manner.

Algorithm 2 kNN Classification
Input: x, an instance to be classified
Output: classification(x), classification ofx

• Each node computes the distance betweenx and each
point y in its database,d(x, y), selectsk smallest dis-
tances (locally), and stores them in a local distance
vectorldv.

• Usingldv as input, the nodes use the PrivateTopk pro-
tocol to selectk nearest distances (globally), and stores
them ingdv.

• Each node selects thekth nearest distance∆: ∆ =
gdv(k).

• Assuming there arev classes, each node calculates a
local classification vectorlcv for all points y in its
database:∀1 ≤ i ≤ v, lcv(i) =

∑
y w(d(x, y))∗

[f(y) == i] ∗ [d(x, y) ≤ ∆], whered(x, y) is the
distance betweenx andy, f(y) is the classification of
point y, and[p] is a function that evaluates to1 if the
predicatep is true, and0 otherwise.

• Using lcv as input, the nodes use the PrivateSum pro-
tocol to calculate the global classification vectorgcv.

• Each node assigns the classification ofx as
classification(x)← argmaxi∈V gcv(i).

In order to determine the points in their database that
are among thek nearest neighbors ofx, each node calcu-
latesk smallest distances betweenx and the points in their

database (locally) and then we can use the PrivateTopk pro-
tocol to determinek smallest distances betweenx and the
points in the union of the databases. We can assume that the
distance is a one-way function so that nodes do not know
the exact position of each other node by distance. There
has been privacy preserving algorithms recently proposed
[1] for finding kth element that we can use for implement-
ing this step. Although information-theoretically secure, it
is still computationally expensive.

After each node determines the points in its database
which are within thekth nearest distance fromx, each node
computes a local classification vector of the query instance
where theith element is the amount of vote theith class
received from the points in this node’s database which are
among thek nearest neighbors ofx. The nodes then par-
ticipate in a privacy preserving term-wise addition of these
local classification vectors using the PrivateSum protocolto
determine the global classification vector. Once each node
knows the global classification vector, it can find the class
with the global majority of the vote by determining the in-
dex of the maximum value in the global classification vec-
tor.

Putting things together, Algorithm 2 shows a sketch of
the complete protocol, PrivatekNN, that builds akNN clas-
sifier across multiple private databases. We have conducted
an initial set of experimental evaluation of this protocol in
terms of its correctness, efficiency, and privacy characteris-
tics and interested readers can refer to [26] for the detailed
results.

Algorithm 3 k-Means Clustering
Input: k, the number of clusters
Output: the cluster centers

• Nodes agree on an initial random set of cluster centers
ci, i = 1..k

• Each node computes the distance between each point
x in its database and each cluster centerci, and assigns
each point to its closest cluster center.

• For each cluster center, the nodes use the PrivateSum
protocol to compute the new cluster center.

• The nodes again use the PrivateSum protocol to com-
pute the total distance between each point and its clus-
ter center. The algorithm repeats until the distance is
within a specified value.

k-Means Clustering. k-means clustering is a simple tech-
nique to group data points intok clusters. Each data point
is placed in its closest cluster given an initial set of cluster
centers, and the cluster centers are then adjusted based on
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the data placement. This repeats until the positions stabi-
lize. Algorithm 3 shows a sketch of the distributed proto-
col that performsk-means clustering across multiple private
databases. At the end of the protocol, each node knows the
cluster center but nothing else and they can assign each of
their local points to the appropriate cluster.

5 Discussion

In this paper, we presented a set of distributed proto-
cols for primitive operations and using those protocols to
construct ak-Nearest Neighbor classifier and ak-means
clustering algorithm across horizontally partitioned private
databases. It is a proof-of-concept for building simple
and complex mining protocols utilizing probabilistic multi-
round protocols by leveraging the large distributed network
that provides inherent anonymity.

Our work continues on several directions. First, we are
thoroughly analyzing the efficiency and privacy properties
of the algorithms under various circumstances such as re-
peated classifications and presence of malicious behaviors.
Second, we are exploring different topologies and other
performance optimization techniques for achieving further
scalability in large distributed environment. Finally, weare
also interested in investigating the possibility of building
adaptive protocols based on different privacy requirements
and natures of the mining tasks.
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