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Abstract: Today’s distributed systems invest significant computational and storage resources to
accommodate their large scale of data, but more resources does not automatically improve perfor-
mance. To deliver high performance, new types of large-scale solutions, such as the cloud computing
and microservices paradigms, follow the design of deploying loosely coupled components that per-
form but, in the process, making it harder to maintain a global view of system performance. The
ensuing growing complexity of system architectures, diagnosing and understanding performance
problems has become both critically important and highly challenging. ¡br¿¡br¿ The aim of my
thesis is to fill in some missing but significant parts towards monitoring and analyzing performance
problems in distributed system, by asking the question: What is the performance bottleneck of
distributed systems performance, and how should we improve it? First, my thesis proposes a novel
retroactive tracing abstraction where full telemetry information about a distributed request can be
retrieved “back in time” soon after a problem is detected without unduly burdening any node in
the system, with an always-on distributed tracing system. Second, my thesis frames the challenges
of data placement in modern memory hierarchies in a generalized paging model outside of tradi-
tional assumptions, and provides an offline data placement algorithm towards optimal placement
decisions. Last, my thesis derives a rule-of-thumb expression for cache warmup times, specifically
how long caches in storage systems and CDNs need to be warmed up before their performance is
deemed to be stable.
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