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Abstract—Existing packet schedulersthat provide fair sharing
of an output link can be divided into two classes: sorted prior -
ity and frame-based. Sorted priority methods provide excellent
approximation for Weighted Fair Queueing (WFQ) while frame-
basedmethodsare more computationally efficient. We presenta
new packet scheduling algorithm called Bin Sort Fair Queueing
(BSFQ)that combinesthe strengthsof both type of schedulers.As
a result, BSFQ is highly scalableand can provide very good ap-
proximation for WFQ. We prove that BSFQ can provide end-to-
enddelay and fair nessguaranteesto conformant flows. BSFQalso
hasa built-in buffer managementfunction that can protect pack-
ets of conformant flows from non-conformant traffic. The per-
formance of BSFQ and its ability to detectnon-conformant flows
are studied using simulations and compared to thoseof the Deficit
Round Robin method.

Index Terms— Quality of Sewice, Delay Guarantee, Fairness
Guarantee, WFQ, BSFQ

|. INTRODUCTION

HE Internethasenjoyed tremendougrowth in the recent
T yearsandthe traffic on the Internetis morediversethan
ever — rangingfrom traditional email to real time audio and
video applications.Many novel applicationsarewell-sened if
the network canprovide a certaindegreeof performance.For
instancethe performanceof audioapplicationsover the Inter
netwould be greatlyimprovedif the network would be ableto
provide delayand/orrateguarantees.

Quality of servicepraovisioning to flows is realizedby insu-
lating the flows from one another The ideal paclet schedul-
ing methodto ensurefairnesss the Fluid Fair Queueing FFQ)
method[2]. In this hypotheticalpaclet servicediscipline,data
of active flows are transmittedone bit at a time in a round
robin fashion. This servicedisciplineis not practicalas pack-
ets must be transmittedin their entirety The WeightedFair
Queueing(WFQ) [2] and Worst-CaseFair WFQ (WF?Q) [3]
are paclet schedulerghat mimic FFQ as closely as possible.
Thesemethodsare computationallyexpensve and othermore
efficient schedulingtechniqueshave beendevelopedthat ap-
proximatethe behaior of WFQ. The methodscanbe cateyo-
rizedassorted-priorityor frame-basedb].

In sorted-priorityschemesgachpacletis assigned priority
value and paclets are transmittedin increasingorder of their
priority. To approximatethe transmissiororderin the ideal-
ized FFQ system,the priority value assignedo a paclet is

somefunction of its departuretime in the FFQ system. Ex-
amplesof sorted-priorityschemesre Virtual Clock (VC) [6],
Self-Clock Fair Queueing(SCFQ)[7] and Leap-Forward Vir-
tual Clock (LFVC) [8]. In the frame-basedpproachtime is
dividedinto framesandpacletsareenterednto aframewithout
exceedinga maximum. An exampleof a frame-basedgcheme
is the Deficit RoundRobin (DRR) method[9]. Frame-based
methodsarevery scalableasthe paclet processingperations
have constantime (O(1)) compleity, in contrasto the sorted-
priority schemeshatrequirea sortingoperatiorto inserta new
paclet.

In this paper we presentthe new Bin Sort Fair Queueing
(BSFQ)pacletschedulingnethodthatis aframe-basediethod
andusespriority assignment@ sorted-priorityschemeso de-
termine the paclets that are transmittedin eachround. In
BSFQ, the virtual time is divided into slicesof equallength
calledbins As in sorted-priorityschemesgacharriving paclet
is stampedwith a priority valuewhichrepresentés virtual de-
parture time The paclet is then storedin the bin that corre-
sponddo thetime slice containingthevirtual departurgime of
thatpaclet. The pacletsstoredin the samebin arequeuedn
FIFO orderfor efficiency reasongbut othermoresophisticated
schedulingmethodcanoptionallybe used).As aresult,BSFQ
combineghe strengthof bothtypesof schedulingmethods:it
is highly efficient andprovidesbetterapproximationfor WFQ
thanexisting frame-basedchemes.

The paperis organizedas follows. Sectionll presentsan
overview of therelatedwork. We presenthe BSFQmethodin
Sectionlll andshow thattheBSFQmethodcanprovide end-to-
enddelayandfairnessguaranteesSectionlV presentsa sim-
ulation study of its performance. The paperis concludedin
SectionV.

Il. RELATED WORK

The generalprocessosharing(GPS)[1] sener is the ide-
ally fair servicedisciplinethat canallocatea predefinedshare
of servicecapacityto eachclient or network flow. If thereis
a singleclient obtainingservicefrom a GPSsener, the client
will besenedattherateof thesener. However, whentwo dif-
ferentclientsarepresentpothwill be servicedsimultaneously
but eachwill receve half the servicerate. The serviceratesre-
ceivedby eachclientcanalsobeweighteddifferently TheGPS
servicemethodis alsocalledFluid Fair Queueing FFQ)in [2].



FFQ providesperfectfairnesso network flows. However, FFQ
is not a practicaltransmissiorprocedurebecausgacletsmust
betransmittedasanatomicunit.

We will briefly review the basicconceptgo analyzethefair-
nessof schedulingalgorithms. A flow is badklogged if it has
somepacletsin the outputbuffer. A paclet schedulingnethod
is fair if the differencein the normalizedserviceprovided to
ary two flows that are continuouslybackloggedover ary in-
tenal [t1,t2] is boundedby someconstanf7]. The normal-
izedservicewy(tq,t2) recevedby flow f in [t1,t,] is defined
as M where Wy (tq,t2) is the amountof dataof flow
f transmittedin [t;,t2] andr is the resered datarate of f.
Wy (t1,t2) includesary partof pacletsfrom f transmittecin
[t1,12]. If aschedulingdisciplineis fair thenthereis a constant
e suchthat |wy (t1,t2) — wy(t1,t2) |< ¢, for any two flows f
andg thatarebackloggediuringtheinterval [t1, ¢2]. Thecon-
stante is independentf thelengthof theintenal [t1, t2]. In the
ideally fair FFQ method,we have thatfor ary timest; < ts,
wy(t1,t2) = wy(t1, t2) for ary twoflows f andg thatareback-
loggedduring|t1, t2]. Becausgacletsmustbetransmittechsa
unit, pacletschedulersvill have |wy(tq,t2) — wg(ty,t2) |> 0.

Paclet schedulersthat approximatethe FFQ discipline
are called Packet-by-paclet Fair Queueing(PFQ) [7]. The
WFQ [2] and WF?Q [3] paclet schedulergprovide the most
accurateapproximation®of FFQ. Thesemethoddfirst compute
the “virtual finish time” of a paclet usingthe FFQ scheduler
as referenceand then transmitsthe pacletsin ascendindfin-
ish time values. The WFQ scheduleidoesso for every paclet
in the outputbuffer while the WF2Q scheduleonly considers
thosepacletsthat would have startedreceving servicein the
corresponding-FQsystem.

More computationallyefficient (but less accurate)paclet
schedulingschemedave beendeveloped. The Virtual Clock
method[6] is one of the earliestmethodsproposedto insu-
late network flows. The VC methodassignsthe j* paclet
p} of flow f with the virtual time stamp vtsyc(p}) =

max(A(p}), vtsve (P} 1)) + % for j > 0, where A(p}) is
thearrival time of pacletp’; and¢’, is thelengthof p’. Thevir-
tualtime stampvtsvc(p‘}) is setto zero. Xie andLam shoved
in [11] thatif thesumof therateof all flows sharingalink does
not exceedthe link capacity thenthe departurdime L(pg}) of

paclet p} is boundedoy L(p}) < vtsvc(p}) + 5 where
£7** is thelengthof the largestpaclet of flow f and 2 is the
datarateof theoutputlink. AlthoughVC providesadelayguar
anteeto flows, it doesnotprovide ary fairnesgguaranteePack-
etsfrom aflow thathasbeenidle for aprolongedperiodof time
will beassignedsmallervirtual time stampvaluesandcanre-
ceive— for someperiodof time— alargerthanreseredshare
of service.

The LeapForward Virtual Clock [8] methodsolvesthe fair-
nessproblemin VC by temporarily moving oversubscribed
flows into a low priority holding area. Only flows in the high

gmaz

priority areawill receie service. A flow f is oversubscribed
if thedifferencebetweerthe virtual time stampsof the current
pacletof f andthesystemtime exceedsa certainthreshold.In
the casewhenall flows areoversubscribedthe systemclock is
adwancedforward to allow someflows to be moved backinto
thehigh priority area.

The Self-Clocled Fair Queueingmethod[7] usesan inter-
nal (virtual) systemclock 7(t) to computetime stampsfor
paclets. The systemclock 7(¢) is equalto the virtual time
stamp of the paclet that is being servicedat time ¢. The
jth pacletp} of flow f will receie the virtual time stamp

. . . J
vtsscrq(p}) = max(T(A(p}), vtssch(p}_l)) + f—’;,j > 0.
Thevaluevtsscrg (p‘}) is setto zeroandthepacletsaretrans-
mittedin theascendingrderof their virtual time stampvalues.
SCFQcanprovide bothanend-to-endlelayguarante¢12] and
afairnesguaranteg7] to conformantflows.

The VC, LFVC and SCFQ schedulersare priority-based
schemeswhere paclets are transmittedin ascendingvirtual
time stampvalues. Priority-basedschemesisesomesort pro-
cedureto maintaina priority queueandhave non-constanper
pacletruntime compleities. In contrastframe-basedhethods
transmitpacletsin rounds.They donotusesortoperationsand
have constaniper paclet processindime. The disadwantageof
frame-basednethodsis the fact that the delay guaranteehey
provide have alargerboundthansorted-prioritymethods.

The Deficit RoundRobin (DDR) method[9] organizegpack-
etsof flows in separat@ueuesand assignsa quantumsize to
eachflow. Eachflow hasa “deficit counter”thatmeasureshe
currentunusedportion of the allocatedbandwidth. Packets of
backloggedlows aretransmittedn roundsandin eachround,
eachbackloggedflow cantransmitup to an amountof data
equalto the sumof its quantumand deficit counter The un-
usedportion of this amountis carriedover to the next roundas
thedeficit countervalue.

The Uniform Round Robin (URR) method[10] is a cell-
basedmethodthatcanreducethe jitter of the DRR methodby
spacingcell transmissionsiniformly over a round. For exam-
ple, whenfour flows A, B, C and D with with quantumvalue
ga = 3 cellsandgg = gq¢ = gqp = 1 cell arebacklogged,
a possibletransmissiororder perroundin DRRis (4, A, A,
B, C, D). In contrasttheorderof transmissionn URRis (A4,
B, A, C, A, D). Thetransmissiororderingin URR mustbe
recomputedvhen a new flow is addedor an existing flow is
deletedfrom the scheduleandthis recomputatioralgorithmis
O(s) wheres is the numberof slotsin oneround. After the
orderingis determinedthe per paclet processingime is con-
stant.

The BSFQ methodpresentedn this paperis a frame-based
methodandusesvirtual time stampso determinehe schedul-
ing order Thevirtual time spacseis dividedinto equalintervals
or bins. Pacletsareassignedvirtual time stampsandinserted
into their correspondindpins. The queueingorderwithin a bin



is FIFO. The BSFQ methodhasconstantrun time compleity
for connectiorestablishmenandpaclet processingA simula-
tion studywill shav thatBSFQcanprovide abetterapproxima-
tion for WFQ thanDRR usingsimilar operationabarameters.
WFQ alsohasa built-in buffer managementomponentndits
effectivenesdo identify pacletsfrom non-conformanflows is
illustratedusinganothersimulationexperiment.

-
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Fig. 1. Bin SortFair Queueing

TheBSFQmethodis definedfor outputbuffer switches.Fig-
ure 1 shavsthelogical organizationusedin BSFQ.Theoutput
buffer is organizedinto N binsand N is a systemdesignpa-
rameter N mustbesetto avaluethatis equalto or greatetthan
a certainthresholdto allow BSFQto useall available buffers.
This thresholdvaluewill bederivedlaterin this section.Each
binisimplicitly labeledwith avirtual timeintervalandeachin-
terval haslengthA. Theparameter) is anothersystemdesign
parameternf BSFQ andits value hasa significantimpact on
BSFQs performanceTheintervals of thebinsaredisjointand
their unionspansa continuougangeof thevirtual time space.

Thebinsareorderedaccordingto their virtual time intervals
andare servicedin that ordering. The current bin is initially
equalto thebin with virtual time interval [0, A) andonly pack-
etsfrom the currentbin aretransmitted. Whenall pacletsin
the currentbin aretransmittedthe next bin becomeshe cur-
rentoneandtheold currentbin is labeledwith aninterval that
follows the lastbin. Thus,therearealways N binsin the sys-
tem.

BSFQmaintainsa virtual systemclock 7(¢) which is equal
to theleft endpointof thevirtual timeinterval of thecurrentbin
attime ¢. Thus,the currentbin hasthelabel [7(t), 7(t) + A)
andthe i*" bin following the currentbin hasthe label [7 () +
iA,7(t) + (i + 1)A). Thevirtual time clockin BSFQis a step
function— similarto thevirtual clockin SCFQ— andr (¢) will
beincrementedy A wheneerall pacletsin thecurrentbin are
transmitted.Notice thatif a bin is emptywhenit becomeghe
currentbin, then(¢) is incrementedy A withouttransmitting
ary paclets.Wewill seelaterthatwhenA is sufficiently small,
the performancesf BSFQwill approximatehatof WFQ.

We denotethedatarateof theoutputlink by R andeachflow
f mustnegotiatea guaranteedater beforestartingits trans-
mission.We assumehat ) ;. 7¢ < I sothattheoutputlink

is not oversubscribedThe j** pacletpf, of flow f is assigned
with thevirtual time stamputs(p’,) where:

, . ) 1
vts(p}) = max(T(A(p]f)),vts(p;_l)) + i, i>0 (1)

wherer(A(p})) is thesystemvirtual time attimet = A(p}).
We definevts(p‘}) = 0. Arriving paclets are storedin their

correspondindinsin the FIFO order The index zjc of the bin
usedto storepaclet pi} is equalto:

-]
vr

| wts(0)) — 7(AG)
- A

J, j>0 2

If % = 0 thenp} is storedin the currentbin, and otherwise,
if zgc < N, it is storedin thez']f'-th bin following the current
bin. If i, > N, the paclet is discarded.Furthermorejf p/}
hasbeendiscardedoy BSFQ,thenthe pacletindex (5) is not
incrementedand next arriving paclet of flow f will have the
sameindex as the discardedone. Hence,the BSFQ sched-
uler hasa built-in buffer managementomponent. A simula-
tion study will shawv that the buffer managementunction in
BSFQcaneffectively protectpacletsof compliantflows from
non-complianbnes.

The following examplesshawv the paclet schedulingoper
ation in BSFQ and the effect of the parameterA on its per
formance. Considertwo flows A and B with resered rates
ra = 3000 bpsandrg = 1000 bps,respectrely. Assumethat
a large numberof pacletsfrom both flows arrive at the switch
simultaneoushattime 0, andeachpacletis 9000bitsin length.
The WFQ schedulewill transmitthe pacletsas:pl, p4, {p?,
pe} ph P {P5. pE}, etc. Thepaclets{p%, pp}, {p%. PE},
andsoon, maybetransmittedn eitherorderby WFQ.

[0, 20) [i} ()| [ s} | )] [ R©|[ RO [R12)] [R a5][iR s

120, 40) g (27 s 1k 23] iR 24} 4R o7} Ro0] o T [ATao)

Fig.2. BSFQusingA = 20

We now considerthe transmissiororderin BSFQ. The vir-
tualtime stampsf A’sand B’s pacletsassignedy BSFQare:
p}4 = 3, p124 = 6,p§4 =9, etc.andp}g = 9,p2B =18, p?jg = 27,
andsoon. Figure2 shavsthe queueingorderin aBSFQsener
for A = 20. We have assumedhat pacletsfrom B arrive just
beforethoseof A anddueto the FIFO ordering, B’'s paclets
are queuedbeforethoseof A if they are enteredin the same
bin. We canseefrom Figure2 thatthe paclet transmissioror-
derin BSFQIs pg, pg, ph, P4, P Phy P, P4, PRy Ps Pl
5%, %, P, P, p'2, pld, andsoon. BSFQallocatesfor each
flow its fair shareof bandwidthasthetransmissiomrateof flow
Aisthreetimesthatof flow B. However, thetransmissiororder
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Fig.3. BSFQusingA =5

differssignificantlyfrom the onein WFQ above. For instance,
p% is transmittecbeforep’y, p%, p%, p* andp’.

Considerthe samearrival patternin the BSFQ systemthat
usesa smallervalueof A. Figure3 shaws the queueingorder
for A = 5. We have again assumedhatall pacletsfrom B are
queuedbeforethoseof A whenthey arein the samebin. We
canseefrom Figure3 thatthe paclettransmissiororderis now
Pa, P, Ph Ph Pa, PR P, PO, P, PR, PR P, P DY PR,
pl2, p', andsoon. The orderingis identicalto the one of a
WFQ sener exceptfor pL which is transmittecbeforep? and
p% thatis servicedbeforep?,. We seefrom thesetwo examples
that A hasasignificantimpacton BSFQ’s performance.

BSFQcanalsoaccommodatdlows thatdo not make reser
vations. We definethe residualrate r,.; to be equalto R —
> allfiows £ - Notice thatr,.., will changewhennew resef
vationsaremadeor anexisting resenationis releasedPackets
from ary of thenon-reserationflows areassignedtime stamp
valueusingr,., asreseredrateandthenscheduledn thesame
mannerasotherresenationflows.

In the remainderof this section,we will prove that BSFQ
providesanend-to-endlelayandafairnesgguarantee.

A. DelayGuarantee

Thework in [12] presents classof schedulershatcanpro-
vide anend-to-enddelayguaranteefor leaky bucket ratecon-
trolled sources A pacletscheduleis in classGR if the depar
turetime L(p}) of paclet p/} is boundedoy

L(p}) < GRC(p}) + 3

for someconstants. GRC(p}) for j > 0 is definedas:

. . . v
GRC(p}) = max(A(p}), GRO(p} ™)) + L
rr

3)

andGRC(p?c) = 0. Accordingto [12], the end-to-enddelay
djf' of pacletp} that traversesa path of K nodes,eachusing
aGR-scheduleris boundedvy ¢} < GRC'(p}) — A'(p}) +

(K—1)max/ _, oy +Zn L (B4 gty whereGRCl(pf)
is the valueof GRC(p}) atnodel, Al(p}) is the arrival time
of p} atthefirst nodeof the path, 3™ is the constanbf noden
onthepathands™™*! is the propagtion delaybetweemodes
nandn + 1, forn = 1,..., K. Furthermore|f flow f is
a leaky bucket comphantﬂow with parametergoy,py), then
dz[ < of+(K— l)rmaxn 1 Tf + Zn . (ﬂn + 6™ n+1)

We will shav that BSFQ can provide an end-to-enddelay
guaranteeby shaving that BSFQ belongsto the class GR
as definedin [12]. We first shav that the numberof bytes
admittedinto k& consecutie bins is boundedand define the
“size” of abin.

Lemmal: The numberof bits of data D, admittedinto &
consecutie binsis boundedby:

D < kAR + Y 0P
all f
Proof: Let usconsiderthe pacletsof a particularflow f that
areenterednto thebinsi, i+ 1, ...,7+ k — 1, for anarbitrary
i > 0. Assumethatthe first andlast paclet of f enteredinto
thesebins arepf andpf, respectiely. Bin j containsonly
pacletswith time stampsbetweenjA and (5 + 1)A, for j =
iy ..., i+ k — 1. Thereforewe have thatvts(p}) > iA and

vts(py) < (i + k)A. From(1), we have:
L
vts(pk) > vts(pL_l) + g—f
=z f rs
PR 4ok
N to(pl—2 f f
Z v S(pf )+ Ty
PEFL 4 4k
f f
> t
R
Therefore,
.+ 0y < (vts(pf) —vts(pf))ry + L5
< kArg 4 0P

Hence,the numberof bits of dataof flow f enteredinto bins
i throughi + k — 1 is atmostkAry + £, The maximum
numberof datafrom all flows thatareenteredn thesebinsis
thusboundedy:

D, < kAZTf—F Zf}nam

all f all f

< EAR+ Y oper
all f
m

Dy, canbeconsidere@sthe“capacity” of £ consecutie bins.
Sincelimyg_, o0 % = AR, we definethessizeof abin \;,, as:

>\bin =RA (4)



The numberof bins N mustbe greaterthan a thresholdto
allow BSFQto useall availablebuffers. If B is the sizeof the

outputbuffer, then N\, > B,or N > 2. If N < -2

RA" RA"

thena portion of the outputbuffer will not be usedby BSFQ.
N canbegreaterchan sincethebinsarelogical. Thevalue
of NV will affectthe ablllty of BSFQto detectpacletsof non-
compliantflows: alarger N will allow morepacletsfrom non-
compliantflows to enterthe switch. The buffer management
capabilitiesof BSFQaresimilarto thoseof our pipelinesection
methodin [14] andit canprovide losslessguarantedo leaky
bucket compliantflows. However, thefoci of this paperareon
BSFQ5 delayguaranteeandfairnesspropertiesandthe anal-
ysis of the buffer managementapabilitiesof BSFQis outside
the scopeof the paper

Before we stateand prove Theoreml, we will presentthe
following corollarythatis usedin the proof.

Corollary 1: The numberof bits of data D admittedinto
consecutie bins labeledfrom [r, 7 + A) t0 [m2, 72 + A),
T9 > T, iS boundedoy:

D < (TQ —T +A)R+ Zé;nax
all f
Proof: Sincethevirtual time intervals of consecuiie binsin-
creaseby A, wecanwrite, = 71+ (k—1)A, k > 1, wherek
is the numberof consecutie bins. By Lemmal, we have that:

D < KkAR+ Z gmax
all f
= (n—-m+AR+ Y e

all f

|
We can now presentTheorem1 which shavs that BSFQ
belonggto the GR classof schedulers.

Theoem1: Thedeparturgime Lzsrg (pj}) ofp} in BSFQ
is boundeddy:

> all f epes

Lpsrq(p) )<GRC(p;)+A+ =

Proof: The proof is similar to the one presentedn [12] for
SCFQ.We define B} = {n | 0 < n < j A T(A(p})) >
vts(py~ ). Let k be the largest integer in B}. Since

T(A(p})) > vts(p5), by the definition of vts(p}), B} con-
tainsat leastone elementand £ is always defined. It follows
from thedefinitionof B that:

T(APS) > wts(pf )
and T(A(pif)) < vts(p}_l), fork<i<j

Thereforefrom (1), we have that:

vts(p’}')

) ) 0
and, vts(p}) = vts(p;fl) + #, i=k+1,...,]

Thus:

vts(p}) = T(AWH) =Y L 5)
Now, assumethatpjc is enteredinto the bin with the label
[7*, 7*4+A). At time A(p;) whenpacletp’; arrives,thebin that
is beingservicedby BSFQhasthelabel [ (A(p})), (A (p)) +
A). Thus,the maximumamountof datathatwill be transmit-
ted betweerp’;;’s arrival andp}’s departurds all thedatain the
bins [T(A(p’})),r(A(p’}')) + A) to [7*, 7" + A). According
to Corollary 1, the amountof dataD storedin thesebinsis at
most:

D < (77— 7(A) + AR+ D Lpe
all f
< (ots(ph) — T(AWR) + AR+ D 07
all f

From(5), we have that:
D< <Z S A)

The datatransmissiorrate is R andtherefore,the departure
time Lpsrq (pif) of pacletp} usinga BSFQscheduleis:

R+ Z gmax

all f

Lpsra(r}) = A(§) +

E
XJ: 30 Zalszfmm 6)
f R
=k
Fromthe definition of GRC(p}) in (3), we have:
gk
GRO(pf) > A@h) + L =
and, GRC(py) > GRC(py ") + L fork<i<j
Thus: _
J f;
> A — 7
GRC () > A(pf) + ; o ()
From(6) and(7), it follows that:
Za fm(l.’[,’
Lpsro(p}) < GRC(p)) + A+ = —
|

B. FairnessGuarantee

We shaw thatthe differencebetweerthe normalizedservice
of ary two flows in BSFle bounded. Let L(p}) denotethe

departuretime of paclet pf of flow f. At timet = (pif)



BSFQis servicinga bin with label [T(L(p})), T(L(pf[)) + A).
Sincepi; is containedby this bin, we have that:

T(L(p})) < vts(p}) < 7(L(p})) + A ®)

for ary pacletpjc. We needthe following auxiliary lemmato
shawv thefairnesgpropertyof BSFQ.

Lemma2: If flow f is backloggedattimet = A(pjc), then

. b

vts(p}) = vts(py ) + r_f

If f is backloggedattime t = A(p}), then A(p}) <

L(p’; ). Becauser(t) is a monotonic(step)function of ¢, it

follows thatT(A(pf)) 7(L(p}")). From(8), we have that
(A(pf)) < vts(pjf ') andtherefore:

Proof:

| 4
vts(ph) = max(r(A (;ch)) vts(py e ))“‘E

= vts(p]f_ )—|—

Ty

Thefollowing theoremshowvs thatBSFQis fair.

1nam Emaa:

Theoem?2: If flows f andg arebackloggedduring the in-
tenal [t1, t2], then

+-L—+ A)
rf Tg

Proof: Let{p/?,...,p}*} denotethesetof pacletsfrom f that
departin [t1, t2]. Figure4 shows thetiming relationships:

L i P

‘ ' ! '
kotl

LoLEY L) L@ t, L)

| wplta, ta) — wy(tr, 1) | < 2(

"

Fig.4. Paclketsservicedduringthebusyperiod|ti, t2]

Fromthis figure, we canconcludethat the arrival time A(pj;)
of pacletp} mustbe lessthanthe departuretime L(p;fl) of
pacletp} ', fori = ki + 1,...,ks + 1, becausetherwise
flow f would notbebackloggedhroughoutheintenal [t1, t2].
Hence pacletspy* ', . ..

It alsofollows from Figure4 that:

ko i

Y ko+1 ’L
Z s < wyg tl,tg Z —f (9)
imkrg1 —

We first find an upperboundor wy(t1,t2). Sincer(e) is a
non-decreasinfunction,we have that

7(t2) = 7(t1) > 7(L(p}*)) — 7(L(p}'))

’pl}ﬁl arrive while f is backlogged.

From(8),wehave (L (p}?)) > vts(p
vts(p}') andtherefore:

*)—Aandr(L(p})) <

T(t2) = 7(t1) > wts(pl?) —vts(pf) — A

Becausethe paclets ;' ™', ..., p/* arrive while f is back-

logged,we have by Lemma2 that:

ko Vg
Uts(pl}z) = vts(pl}l) + Z .
i—ki1 T
andtherefore:
ko 2
) —T(t) > Y. L-A
i=k1+1 f

Using(9), we canboundwy (¢, t2) from above by:

ﬁkl £k2+1
wilty,ta) < 7(t)—7(t) + L+ L —+A
rf rf
< rlty) Tt +2 A (10)

To obtainalower boundfor wy (1, t2), we considertwo dis-
tinct cases.

Casel: vts(p} ") > T(A(p}"))

Sincethereis no paclet departurein [ty, L(p}' )], we have
thatZ(p}* ') < t. Therefore:

T(ts) — 7(t1) < T(LPPT)) — T(LFT)

Using (8), we find that ~(L(p}*™")) < wts(p}*™") and
T(L(p} 1)) > vts(p ') — A andtherefore:

T(ta) —7T(t1) < vts(pf?“) — vts(p’}1 H+a

Sincepacletsp/, ..., p* ™" arrive when f is backloggedwe
have that:
ko+1 /i
¢ ko+1 — t k1
Us(pf ) vs(pf)—l—'z vy
i—=ki+1

It follows from the case assumption that ’Uts(pl;l) =

!
vts(p ) + -+ andtherefore:
ko+1 Elf
) = o+ 3
ik,
and,
ko+1 E’L
() —7(t1) < > T; +A
i—ks



Using(9), we canboundwy (¢, t2) from below by:

wiltte) > rlta) —r(t) = - - <= A
ﬁmaz
> 7(t) = 7(tr) — 21;—f — (11)

Case2: vts(p} ') < r(A(p}))

Sincef is backloggedattime t; andthereareno paclet de-
parturesin [t1, L(p/}*)], it follows that A(p}*) < t1. Therefore:

IN

7(t2) — 7(t1) T(L(p/}’z—‘rl)) B T(A(p’}'l))
uts(p ™) = T(AW))
ko+1 EZ

ots(pf) + D, L —T(ARF)
i=k1+1

IN

It follows from the case assumption that vts(pljl) =

k1
T(A(p}H)) + % andtherefore:

ka+1 (i
() — () < > L
ik S
and,
ka gi [mam
S L >r(ty) —r(ty) - 21—
i—=ki1+1 rf ,rf

From (9), we concludethatthe lower boundfor wy(t1,t2) es-
tablishedin (11) is alsovalid for the secondcase. It follows

from (10) and(11) that:
f E;nlll‘
‘wf(tlatQ)_wg(tl,t2)|§2 —+—+A
Tf rg

IV. NUMERICAL EXAMPLES

We have studiedthe performancef theBSFQalgorithmand
comparedt with WFQ andDRR. The WFQ algorithmsenes
asthe referencemethodin the comparisonstudy The DRR
methodis selectebecausédt hasthesameruntime compleity
asBSFQfor both paclet processingand connectionestablish-
ment.

The performancef the BSFQandDRR methodsdepencdon
the settingof someparameter®f the methods.In DRR, each
flow f is assignech quantumsize g which is the amountof
creditsit recevvesperround. Theresened bandwidthfor flow
f is equalto %R, wheregor = > aiiows j 45- Theresened
bandwidthfor theflowsis unchangedf we usea quantunsize
k x g, k > 0, for eachflow j. Usingsmallerquantumsizes
will allow DRR to betterapproximatehe WFQ schedulerbut
it will alsoincreasethe per paclet processingcost sincethe

TABLE |
FLOWS USED IN THE SIMULATIONS

Sourcerate Leaky Bucket
Flow Rpeak Ravg o P
1,2,3 | 16Mbps | 2Mbps | 50KB | 2Mbps
4,5,6 | 25Mbps | 5Mbps | 100KB | 5Mbps
7,8,9 | 40Mbps | 8Mbps | 200KB | 8Mbps

DRR schedulemayneedto iteratethrougha numberof rounds
without transmittingary paclets.

The BSFQ schedulerexhibits a similar behaior as DRR:
usinga smallerA will allow BSFQto betterapproximatethe
WFQ schedulerbut it will alsoincreasethe likelihoodthat a
bin is empty Theperpacletprocessingostis increasedn this
casesincethe BSFQschedulemustupdatethe systemvirtual
clock (t). For afair comparisonwe set\;, = g+ SOthat
theamountof datatransmittedn each‘round” in bothschemes
areapproximatelyequal.

Fig.5. Network usedin thesimulationstudy

We first comparethe paclet delaywith a numberof simula-
tion experiments.The network usedin the simulationis shavn
in Figure5. Thetransmissiomateof theoutputlink is 48 Mbps.
Therearenine input flows whosepropertiesare shavn in Ta-
blel. Columnlin Tablel lists the flow indices. Columns2
and3 showv the peakdatarate R, andthe averagedatarate
R, 4 of eachflow. Flows 1, 2 and3 have low peakandburst
rates,flows 4, 5 and 6 have mediumpeakand burst ratesand
flows 7, 8 and9 have high peakandburstrates. Paclketshave
fixed sizeandeachpaclet is 53 bytes. The paclet arrivals of
eachflow aregeneratedby a Markovian on/off processWhen
the Markovian processis in the ‘on’ state,paclets are trans-
mitted with a constantatethatis equalto the peakrate Rcq
in Tablel. No pacletsaretransmittedin the ‘off’ state. The
durationof the ‘on’ and‘off’ periodsfor a flow is suchthat
Ravg = ?’ﬂ—?’;}’“ whereTy,, andT, s aretheaverageength
ofthe‘on’ and'off’ periodsrespectiely. Theaveragdengthof
an‘on’ periodin the simulationsis setto 1 msec. The Marko-
vian arrival generationprocesss followed by a leaky bucket
rate shaperwith the burst size o andtoken generatiorrate p
givenin columns4 and5 of Tablel. Eachtypeof packetsched-
uler is presentedvith the samepatternof paclet arrivals and
eachexperimentis run for 5000(simulation)seconds.

Table Il shaws the resenationsfor eachflow. For BSFQ,
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Fig.6. Delaydistributionin Experimentl (Q = 1 andAp;,, = 45)
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Fig. 7. Delaydistributionin Experiment2 (Q = 500 and\y;, = 22500)
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Fig.8. Delaydistributionin Experiment3 (Q = 1000 and\p;,, = 45000)

TABLE Il
FLOW RESERVATION PARAMETERS IN EXPERIMENTS
BSFQ DRR
Flows Tf qf
1,2,3 | 2Mbps | 2xQ bytes
4,5,6 | 5Mbps | 5xQ bytes
7,8,9 | 8Mbps | 8x(Q bytes

the reseration r; of flow f is equalto its averagedatarate
R,.g in Tablel. The quantumof flow f in DRR is alsopro-
portionalto R,.,. We vary the parameter) in DRR and A
in BSFQto studytheir performanceWe have performedthree
setsof experimentsusingthe settings@ = 1, @ = 500 and
@ = 1000 in DRR. The correspondingsettingsfor Ay, in
BSFQareMyi, = 45, A\pin, = 22500 and Xy, = 45000.

Figure 6 shaws the delay distributions in WFQ, DRR and

0.01 0.02 0.00 0.01 0.02
Delay (in seconds) Delay (in seconds)

BSFQ for the flows 1, 4 and 7 when@ = 1 in DRR and
Avin = 45 in BSFQ.The graphis a histogram. To generate
the histogram,we divided the time axis betweent = 0 msec
andt = 50 msecinto intervals of 0.1 msecin lengthandtallied
the numberof pacletswith delaythat fall within the interval.
Packetswith delayslargerthan50 msecweretallied in another
sum. Eachtally is thendivided by the total numberof pack-
etsandtheresultingvalueis anestimateof the probability that
the paclet delay falls within a given interval. The left most
plot in Figure 6 shaws the delay distributions of flow 1 using
WFQ, DRR and BSFQ. The z-axis in Figure 6 is the paclet
delaymeasuredn secondsandthe y-axis shavs thefractionof
pacletswhosedelayfalls within the giveninterval. We have
shavn the delaydistributionsfor delaysup to 0.02secondbe-
causehetail distributionsarevirtually identical(includingthe
casewherethedelayis greaterthan0.05sec).Thedelaydistri-



butionsof flows 2 and3 aresimilarto thatof flow 1 andthey are
not shawn. The centerandright plots shav the delaydistribu-
tionsfor flows 4 and7, respectrely. Thedistributionsof flows
5, 6,8 and9 areomittedfor thesamereason We canseein Fig-
ure6 thatfor Q = 1in DRRand)\;,, = 45 bytesin BSFQ,the
delayexperienceddy the pacletsusingeithermethodis virtu-
ally identicalto thatin WFQ. It is evidentfrom Figure6 thatthe
DRR methodusingsmallquantunmsizesandthe BSFQmethod
with small \,;,, (or A) parametergsaneffectively approximate
WFQ.

Figures7 and8 shawv the delaydistributionsfor (@ = 500,
Avin = 22500 bytes)and(QQ = 1000, Ay, = 45000 bytes),
respectiely. We canseethatthe delaydistributionsin BSFQ
andDRR differ significantlyfrom WFQ for smalldelays.Also,
it appearshatthe delaydistributionsin the BSFQmethodcon-
vergesquicker to that of WFQ thanDRR. The total variance
distance[13] is oftenusedto measurénow far away two prob-
ability distributionsare from one another If p and= aretwo
distributionswhich put probability masson a finite set(2, then
thetotal variancedistancebetweerthemis equalto:

TVpm) =5 Y | pa) — ()|
zeQ

We have computedhe total variancedistanceof the delaydis-
tribution betweenBSFQ and WFQ, and betweenDRR and
WFQ for eachof the abore cases. Tableslll and IV shav
thetotal variancedistancebetweerBSFQandWFQ, andDRR
andWFQ, respectiely, for thedistributionsgivenin Figurest,
7 and 8. We seethat the total variancedistancebetweenthe
delay distribution of BSFQ (DRR) and WFQ for Ay, = 45
(Q = 1) is very smallwhich confirmsthefactthatthe approxi-
mationis very good. Tableslll andIV shav thatthetotal vari-
ancedistancedbetweerBSFQandWFQ for \y;,, = 22500 and
Abin = 45000 aresmallerthanthe distancedetweerDRR and
WFQ for @ = 500 and@ = 1000, respectiely. Hence BSFQ
providesa betterapproximatiorfor WFQ in thesecases.

TABLE Il
TOTAL VARIANCE DISTANCES (BSFQ, WFQ)
ParameteSetting | Flow 1 | Flow 4 | Flow 7
Abin = 45 0.0050 | 0.0048 | 0.0069
Abin = 22500 0.0430 | 0.0604 | 0.0620
Abin = 45000 0.0883 | 0.1028 | 0.0998
TABLE IV
TOTAL VARIANCE DISTANCES (DRR, WFQ)
ParameteSetting | Flow1 | Flow 4 | Flow 7
Q=1 0.0048 | 0.0049 | 0.0067
Q = 500 0.0738 | 0.0882| 0.0739
@ = 1000 0.1180| 0.1255| 0.1095

An addedadwantageof BSFQis the factthatit hasa built-
in buffer managemenfunction. Recallthatin BSFQa paclet

is discardedvhenits bin index is equalto or greaterthanthe
numberof bins N. Packetsof a flow that transmitsat a rate
larger thanits reseration will be assignedncreasinglylarger
virtual times and when the virtual time stampvalue exceeds
T 4+ NA, they will bediscardedThus,BSFQcanprovide pro-
tection againstnon-conformanflows. However, proving that
BSFQ providesa losslesgguarantee— similar to the work in
[14] — is outsidethe scopeof this paper We will only demon-
stratethe benefitof the built-in buffer managemenrfunction of
BSFQusinga simulationexperiment.

In thenext experimentweincreasehepeakandaveragedata
rateof flows 7, 8 and9 in Tablel to 50 Mbpsand10 Mbps, re-
spectvely. Notice thatthe total datarate of all flows is equal
to 51 Mbps which exceedsthe link capacity The resenation
parametersf the flows (seeTablell) remainsunchangedThe
flows 7, 8 and9 arenon-complianflows in the simulationex-
periment.

TABLE V
NON-COMPLIANT FLOWS

Fractionof pacletsdropped

Flow1 | Flow4 | Flow 7
BSFQ| 0% 0% 9.89%
DRR | 5.43% | 4.52% | 6.38%

Theparametersisedin theexperimentsare\y;,, = 45000 in
BSFQand@ = 1000 in DRR. The outputbuffer sizeis setto
1 Mbytesand a paclet is admittedif thereis available space.
After a paclet hasbeenadmitted,it is then processedy the
paclet scheduler In DRR, the pacletis enterednto its queue
andwill notbediscardedIn contrastthepacletis discardedy
BSFQIf itsbinindex exceedsV. TableV shavsthepercentage
of pacletsdroppedby BSFQandDRR. The tableonly shavs
thefraction of the pacletsdroppedfrom flows 1, 4 and7. The
resultsfor flows 2 and 3, 5 and6 and 8 and 9, are similar to
that of flow 1, 4 and 7, respectiely. We canseethat BSFQ
only dropspacletsfrom the non-complianflows. In contrast,
all flowsin DRR suffer pacletloss.

V. CONCLUSION

We have presentedhe BSFQ paclet schedulingalgorithm
that combinesthe strengthsof frame-basednd priority-based
schedulers.BSFQis a frame-basednethodthat transmitsall
pacletsin the currentbin in eachround.Packetsaresortedinto
thebinsbasedon their assignediirtual time stampsandwithin
onebin, pacletsaretransmittedn the FIFO manner BSFQis
highly scalablehaving constantuntime compleity for paclet
processingaswell asfor connectiorestablishment.

The virtual time intenal parameterA hasa significantim-
pacton BSFQS5 performance.For very large valuesof A, the
performancef BSFQis identicalto FIFO, while for smallval-
uesof A, BSFQis moreakinto SCFQ.Therearea numberof
factorsthat have to be consideredn choosingthe valueof A.



The amountof stateinformation maintainedis inverselypro-
portionalto A anda small A will increasehe numberof bins
needed.Theefficiengy of BSFQalsodecreasewhenA is de-
creasedecausd increaseshelikelihoodof thatsomebinsare
empty Thisis similarto DRR whensmallquantumvaluesare
usedandno pacletsaresentin somerounds. Determiningan
optimalvaluefor A is beyondthe scopeof this paper

We have shavn that BSFQ can provide end-to-enddelay
guaranteeand fairnessto flows that sharea common link.
BSFQalsohasa built-in buffer managemenfunctionthatcan
insulateconformantflows from non-compliantraffic. Results
of a simulationstudy shav that BSFQ can provide betterap-
proximationfor WFQ thanDRR usingsimilar operationaba-
rameters. In summary BSFQ has mary desirablestrengths,
including scalability rate and fairnessguaranteeand built-in
buffer managementp provide quality of servicein high-speed
networks.
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