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Abstract—Existing packet schedulersthat provide fair sharing
of an output link can be divided into two classes:sorted prior -
ity and frame-based. Sorted priority methods provide excellent
approximation for Weighted Fair Queueing(WFQ) while frame-
basedmethodsare more computationally efficient. We presenta
new packet scheduling algorithm called Bin Sort Fair Queueing
(BSFQ) that combinesthe strengthsof both type of schedulers.As
a result, BSFQ is highly scalableand can provide very good ap-
proximation for WFQ. We prove that BSFQ can provide end-to-
enddelayand fair nessguaranteesto conformant flows. BSFQalso
hasa built-in buffer managementfunction that can protect pack-
ets of conformant flows fr om non-conformant traffic. The per-
formanceof BSFQ and its ability to detectnon-conformant flows
arestudiedusingsimulationsand compared to thoseof the Deficit
Round Robin method.

Index Terms— Quality of Service, Delay Guarantee, Fairness
Guarantee,WFQ, BSFQ

I . INTRODUCTION

THE Internethasenjoyedtremendousgrowth in therecent
yearsandthe traffic on the Internetis morediversethan

ever – rangingfrom traditional email to real time audio and
videoapplications.Many novel applicationsarewell-servedif
the network canprovide a certaindegreeof performance.For
instance,theperformanceof audioapplicationsover the Inter-
netwould begreatlyimprovedif thenetwork would beableto
providedelayand/orrateguarantees.

Quality of serviceprovisioning to flows is realizedby insu-
lating the flows from oneanother. The ideal packet schedul-
ing methodto ensurefairnessis theFluid Fair Queueing(FFQ)
method[2]. In this hypotheticalpacket servicediscipline,data
of active flows are transmittedone bit at a time in a round
robin fashion.This servicedisciplineis not practicalaspack-
ets must be transmittedin their entirety. The WeightedFair
Queueing(WFQ) [2] andWorst-CaseFair WFQ (WF

�
Q) [3]

arepacket schedulersthat mimic FFQ ascloselyaspossible.
Thesemethodsarecomputationallyexpensive andothermore
efficient schedulingtechniqueshave beendevelopedthat ap-
proximatethe behavior of WFQ. The methodscanbe catego-
rizedassorted-priorityor frame-based[5].

In sorted-priorityschemes,eachpacket is assignedapriority
valueandpacketsare transmittedin increasingorderof their
priority. To approximatethe transmissionorder in the ideal-
ized FFQ system,the priority value assignedto a packet is

somefunction of its departuretime in the FFQ system. Ex-
amplesof sorted-priorityschemesareVirtual Clock (VC) [6],
Self-ClockFair Queueing(SCFQ)[7] andLeap-Forward Vir-
tual Clock (LFVC) [8]. In the frame-basedapproach,time is
dividedinto framesandpacketsareenteredinto aframewithout
exceedinga maximum. An exampleof a frame-basedscheme
is the Deficit RoundRobin (DRR) method[9]. Frame-based
methodsarevery scalableasthe packet processingoperations
haveconstanttime(

�������
) complexity, in contrastto thesorted-

priority schemesthatrequireasortingoperationto insertanew
packet.

In this paper, we presentthe new Bin Sort Fair Queueing
(BSFQ)packetschedulingmethodthatisaframe-basedmethod
andusespriority assignmentsin sorted-priorityschemesto de-
termine the packets that are transmittedin eachround. In
BSFQ, the virtual time is divided into slicesof equal length
calledbins. As in sorted-priorityschemes,eacharriving packet
is stampedwith apriority valuewhich representsits virtual de-
parture time. The packet is thenstoredin the bin that corre-
spondsto thetimeslicecontainingthevirtual departuretimeof
that packet. The packetsstoredin the samebin arequeuedin
FIFOorderfor efficiency reasons(but othermoresophisticated
schedulingmethodcanoptionallybeused).As a result,BSFQ
combinesthestrengthsof bothtypesof schedulingmethods:it
is highly efficient andprovidesbetterapproximationfor WFQ
thanexisting frame-basedschemes.

The paperis organizedas follows. SectionII presentsan
overview of therelatedwork. We presenttheBSFQmethodin
SectionIII andshow thattheBSFQmethodcanprovideend-to-
enddelayandfairnessguarantees.SectionIV presentsa sim-
ulation study of its performance. The paperis concludedin
SectionV.

I I . RELATED WORK

The generalprocessorsharing(GPS)[1] server is the ide-
ally fair servicedisciplinethat canallocatea predefinedshare
of servicecapacityto eachclient or network flow. If thereis
a singleclient obtainingservicefrom a GPSserver, the client
will beservedat therateof theserver. However, whentwo dif-
ferentclientsarepresent,bothwill beservicedsimultaneously
but eachwill receive half theservicerate.Theserviceratesre-
ceivedby eachclientcanalsobeweighteddifferently. TheGPS
servicemethodis alsocalledFluid Fair Queueing(FFQ)in [2].



FFQprovidesperfectfairnessto network flows. However, FFQ
is not a practicaltransmissionprocedurebecausepacketsmust
betransmittedasanatomicunit.

We will briefly review thebasicconceptsto analyzethefair-
nessof schedulingalgorithms. A flow is backlogged if it has
somepacketsin theoutputbuffer. A packet schedulingmethod
is fair if the differencein the normalizedserviceprovided to
any two flows that are continuouslybackloggedover any in-
terval � 	�

��	 ��� is boundedby someconstant[7]. The normal-
izedservice��� � 	�

��	 � � receivedby flow � in � 	�

��	 ��� is defined

as ����������� ���! " � , where #$� � 	�

��	 � � is the amountof dataof flow
� transmittedin � 	�

��	 ��� and %�� is the reserved datarateof � .
#$� � 	�
&��	 � � includesany part of packetsfrom � transmittedin
� 	�
&��	 �'� . If aschedulingdisciplineis fair thenthereis aconstant( suchthat ) �*� � 	�

��	 � �,+ ��- � 	�

��	 � � )/. ( , for any two flows �
and 0 thatarebackloggedduringtheinterval � 	�

��	 ��� . Thecon-
stant( is independentof thelengthof theinterval � 	�

��	 ��� . In the
ideally fair FFQ method,we have that for any times 	�
213	 � ,
�*� � 	�
&��	 � �54 �*- � 	�

��	 � � for any two flows � and0 thatareback-
loggedduring � 	�
&��	 �'� . Becausepacketsmustbetransmittedasa
unit, packetschedulerswill have ) �*� � 	�

��	 � �6+ �*- � 	�

��	 � � )87:9 .

Packet schedulersthat approximate the FFQ discipline
are called Packet-by-packet Fair Queueing(PFQ) [7]. The
WFQ [2] and WF

�
Q [3] packet schedulersprovide the most

accurateapproximationsof FFQ.Thesemethodsfirst compute
the “virtual finish time” of a packet using the FFQ scheduler
as referenceand then transmitsthe packets in ascendingfin-
ish time values.TheWFQ schedulerdoesso for every packet
in theoutputbuffer while theWF

�
Q scheduleronly considers

thosepackets that would have startedreceiving servicein the
correspondingFFQsystem.

More computationallyefficient (but less accurate)packet
schedulingschemeshave beendeveloped. The Virtual Clock
method[6] is one of the earliestmethodsproposedto insu-
late network flows. The VC methodassignsthe ; �=< packet>@?� of flow � with the virtual time stamp AB	'C
D,E � >F?� �G4
HJILK ��MN� >@?� � ��AB	'C
D,E � >@?
O 
� ���QPSR�T �" � , for ;U7V9 , where

MN� >@?� � is

thearrival timeof packet >@?� andW ?� is thelengthof >@?� . Thevir-
tual timestampAB	'C&DXE � >BY� � is setto zero.Xie andLamshowed
in [11] thatif thesumof therateof all flowssharinga link does
not exceedthe link capacity, thenthedeparturetime Z � >@?� � of

packet >@?� is boundedby Z � >@?� � .[AB	'C
D,E � >@?� �QP R�\^]!_� ` where
W�acb'd� is the lengthof the largestpacket of flow � and e is the
datarateof theoutputlink. AlthoughVC providesadelayguar-
anteeto flows,it doesnotprovideany fairnessguarantee.Pack-
etsfrom aflow thathasbeenidle for aprolongedperiodof time
will beassignedsmallervirtual time stampvaluesandcanre-
ceive— for someperiodof time— alargerthanreservedshare
of service.

TheLeapForwardVirtual Clock [8] methodsolvesthefair-
nessproblem in VC by temporarily moving oversubscribed
flows into a low priority holding area. Only flows in the high

priority areawill receive service. A flow � is oversubscribed
if thedifferencebetweenthevirtual time stampsof thecurrent
packet of � andthesystemtime exceedsacertainthreshold.In
thecasewhenall flows areoversubscribed,thesystemclock is
advancedforward to allow someflows to be moved backinto
thehighpriority area.

The Self-Clocked Fair Queueingmethod[7] usesan inter-
nal (virtual) systemclock f � 	 � to computetime stampsfor
packets. The systemclock f � 	 � is equal to the virtual time
stamp of the packet that is being servicedat time 	 . The
; �=< packet >@?� of flow � will receive the virtual time stamp

AB	'C
ghEjilk � >@?� �m4 HJI�K � f ��MN� >@?� � ��AB	'C
ghEjilk � >@?
O 
� �!�nPoR�T �" � ��;J7:9 .
ThevalueAB	'C
ghEjilk � >BY� � is setto zeroandthepacketsaretrans-
mittedin theascendingorderof theirvirtual timestampvalues.
SCFQcanprovidebothanend-to-enddelayguarantee[12] and
a fairnessguarantee[7] to conformantflows.

The VC, LFVC and SCFQ schedulersare priority-based
schemeswhere packets are transmittedin ascendingvirtual
time stampvalues.Priority-basedschemesusesomesortpro-
cedureto maintaina priority queueandhave non-constantper
packetruntimecomplexities. In contrast,frame-basedmethods
transmitpacketsin rounds.They donotusesortoperationsand
have constantperpacket processingtime. Thedisadvantageof
frame-basedmethodsis the fact that the delayguaranteethey
providehave a largerboundthansorted-prioritymethods.

TheDeficit RoundRobin(DDR) method[9] organizespack-
etsof flows in separatequeuesandassignsa quantumsizeto
eachflow. Eachflow hasa “deficit counter”thatmeasuresthe
currentunusedportion of the allocatedbandwidth.Packetsof
backloggedflows aretransmittedin roundsandin eachround,
eachbackloggedflow can transmitup to an amountof data
equalto the sumof its quantumanddeficit counter. The un-
usedportionof this amountis carriedover to thenext roundas
thedeficit countervalue.

The Uniform Round Robin (URR) method[10] is a cell-
basedmethodthatcanreducethe jitter of theDRR methodby
spacingcell transmissionsuniformly over a round. For exam-
ple, whenfour flows

M
, p , q and r with with quantumvaluesut 4wv

cells and s�x 4 s E 4 s�y 4z�
cell arebacklogged,

a possibletransmissionorderper round in DRR is (
M

,
M

,
M

,
p , q , r ). In contrast,theorderof transmissionin URR is (

M
,

p ,
M

, q ,
M

, r ). The transmissionorderingin URR mustbe
recomputedwhen a new flow is addedor an existing flow is
deletedfrom thescheduleandthis recomputationalgorithmis��� C � where C is the numberof slots in oneround. After the
orderingis determined,the per packet processingtime is con-
stant.

The BSFQmethodpresentedin this paperis a frame-based
methodandusesvirtual time stampsto determinetheschedul-
ing order. Thevirtual time spaceis dividedinto equalintervals
or bins. Packetsareassignedvirtual time stampsandinserted
into their correspondingbins. Thequeueingorderwithin a bin



is FIFO. The BSFQmethodhasconstantrun time complexity
for connection{ establishmentandpacket processing.A simula-
tion studywill show thatBSFQcanprovideabetterapproxima-
tion for WFQ thanDRR usingsimilar operationalparameters.
WFQ alsohasa built-in buffer managementcomponentandits
effectivenessto identify packetsfrom non-conformantflows is
illustratedusinganothersimulationexperiment.

I I I . BIN SORT FAIR QUEUEING

t
t
t

2= t1
3= t2
4= t3

+∆
+∆
+∆

= t1

| | | | | | | | | | | | | || | | | | | | | | | | | | || | | | | | | | | | | | | || | | | | | | | | | | | | || | | | | | | | | | | | | || | | | | | | | | | | | | |
} } } } } } } } } } } } }} } } } } } } } } } } } }} } } } } } } } } } } } }} } } } } } } } } } } } }} } } } } } } } } } } } }} } } } } } } } } } } } }~ ~ ~ ~ ~ ~ ~ ~ ~~ ~ ~ ~ ~ ~ ~ ~ ~~ ~ ~ ~ ~ ~ ~ ~ ~~ ~ ~ ~ ~ ~ ~ ~ ~~ ~ ~ ~ ~ ~ ~ ~ ~~ ~ ~ ~ ~ ~ ~ ~ ~~ ~ ~ ~ ~ ~ ~ ~ ~

� � � � � � � � �� � � � � � � � �� � � � � � � � �� � � � � � � � �� � � � � � � � �� � � � � � � � �� � � � � � � � �
� � � � � �� � � � � �� � � � � �� � � � � �� � � � � �� � � � � �� � � � � �
� � � � � �� � � � � �� � � � � �� � � � � �� � � � � �� � � � � �� � � � � �

� � � � � �� � � � � �� � � � � �� � � � � �� � � � � �� � � � � �
� � � � � �� � � � � �� � � � � �� � � � � �� � � � � �� � � � � �

� � � � �� � � � �� � � � �� � � � �� � � � �� � � � �� � � � �
� � � � �� � � � �� � � � �� � � � �� � � � �� � � � �� � � � �

2 2

3 3

4 4

t , t +

t , t +

t , t +

(empty bin)

Current bin

1 1t , t +[         ∆)

[         ∆)

[         ∆)

[         ∆)

tτ( )

Fig. 1. Bin SortFair Queueing

TheBSFQmethodis definedfor outputbuffer switches.Fig-
ure1 shows thelogical organizationusedin BSFQ.Theoutput
buffer is organizedinto � bins and � is a systemdesignpa-
rameter. � mustbesetto avaluethatis equalto or greaterthan
a certainthresholdto allow BSFQto useall availablebuffers.
This thresholdvaluewill bederived later in this section.Each
bin is implicitly labeledwith avirtual timeintervalandeachin-
terval haslength � . Theparameter� is anothersystemdesign
parameterof BSFQ and its value hasa significantimpact on
BSFQ’s performance.Theintervalsof thebinsaredisjoint and
their unionspansacontinuousrangeof thevirtual timespace.

Thebinsareorderedaccordingto their virtual time intervals
andareservicedin that ordering. The current bin is initially
equalto thebin with virtual time interval [0, � ) andonly pack-
ets from the currentbin are transmitted.Whenall packets in
the currentbin aretransmitted,the next bin becomesthe cur-
rentoneandtheold currentbin is labeledwith aninterval that
follows the lastbin. Thus,therearealways � bins in thesys-
tem.

BSFQmaintainsa virtual systemclock f � 	 � which is equal
to theleft endpointof thevirtual timeinterval of thecurrentbin
at time 	 . Thus,the currentbin hasthe label � f � 	 � ��f � 	 �mP � �
andthe � �=< bin following the currentbin hasthe label � f � 	 �XP
������f � 	 ��P:� � P��L� � � . Thevirtual timeclock in BSFQis astep
function— similarto thevirtual clockin SCFQ— andf � 	 � will
beincrementedby � wheneverall packetsin thecurrentbin are
transmitted.Notice that if a bin is emptywhenit becomesthe
currentbin, thenf � 	 � is incrementedby � without transmitting
any packets.Wewill seelaterthatwhen� is sufficiently small,
theperformanceof BSFQwill approximatethatof WFQ.

Wedenotethedatarateof theoutputlink by e andeachflow
� mustnegotiatea guaranteedrate %�� beforestartingits trans-
mission.We assumethat b
��� � %���.�e sothat theoutputlink

is not oversubscribed.The ; �=< packet >@?� of flow � is assigned

with thevirtual timestampAB	'C � >@?� � where:

AB	'C � >@?� �m4 HJI�K � f ��MN� >@?� �!� ��AB	'C � >F?
O 
� �!�lP W ?�
%�� �j;�7:9 (1)

wheref ��M�� >@?� ��� is thesystemvirtual time at time 	 4�MN� >F?� � .
We define AB	'C � >BY� ��4 9 . Arriving packetsarestoredin their

correspondingbins in theFIFO order. The index � ?� of thebin

usedto storepacket >@?� is equalto:

� ?� 4 AB	'C � > ?� ��+ f ��M�� > ?� ���
� �3;�7:9 (2)

If � ?� 4 9 then >@?� is storedin the currentbin, andotherwise,

if � ?� 1G� , it is storedin the � ?� -th bin following the current

bin. If � ?��� � , the packet is discarded.Furthermore,if >@?�
hasbeendiscardedby BSFQ,thenthe packet index (; ) is not
incrementedandnext arriving packet of flow � will have the
sameindex as the discardedone. Hence,the BSFQ sched-
uler hasa built-in buffer managementcomponent.A simula-
tion study will show that the buffer managementfunction in
BSFQcaneffectively protectpacketsof compliantflows from
non-compliantones.

The following examplesshow the packet schedulingoper-
ation in BSFQ and the effect of the parameter� on its per-
formance. Considertwo flows

M
and p with reserved rates

% t 4�v 9�9L9 bpsand % x 4�� 9�9L9 bps,respectively. Assumethat
a largenumberof packetsfrom bothflows arrive at theswitch
simultaneouslyat time0,andeachpacket is 9000bits in length.
TheWFQ schedulerwill transmitthepacketsas: > 
t , > � t , � >B� t ,> 
x�� , >h� t , >B� t , � >B� t , > � x�� , etc.Thepackets � >B� t , > 
x�� , � >B� t , > � x�� ,
andsoon,maybetransmittedin eitherorderby WFQ.
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Fig. 2. BSFQusing o¡�¢&£
We now considerthe transmissionorder in BSFQ.The vir-

tual timestampsof
M

’sand p ’spacketsassignedby BSFQare:> 
t 4�v , > � t 4¥¤ , >B� t 4¥¦ , etc.and> 
x 4�¦ , > � x 4§�&¨ , >B� x 4¥©6ª ,
andsoon. Figure2 showsthequeueingorderin aBSFQserver
for � 4o© 9 . We have assumedthatpacketsfrom p arrive just
beforethoseof

M
anddueto the FIFO ordering, p ’s packets

arequeuedbeforethoseof
M

if they areenteredin the same
bin. We canseefrom Figure2 that thepacket transmissionor-
der in BSFQis p «¬ , p ­¬ , > 
t , > � t , >B� t , >B� t , >B� t , >B� t , p ®¬ , p̄ ¬ , >B° t ,>B± t , >B² t , > 
 Yt , > 
�
t , > 
 �t , > 
 �t , andsoon. BSFQallocatesfor each
flow its fair shareof bandwidthasthetransmissionrateof flowM

is threetimesthatof flow p . However, thetransmissionorder
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Fig. 3. BSFQusing ³¡�´

differssignificantlyfrom theonein WFQ above. For instance,> � x is transmittedbefore> 
t , > � t , >B� t , >B� t and>B� t .
Considerthe samearrival patternin the BSFQsystemthat

usesa smallervalueof � . Figure3 shows thequeueingorder
for � 4�µ

. We have again assumedthatall packetsfrom p are
queuedbeforethoseof

M
whenthey arein the samebin. We

canseefrom Figure3 thatthepacket transmissionorderis now> 
t , p «¬ , > � t , >B� t , >B� t , p ­¬ , >B� t , >B� t , >h° t , >B± t , p ®¬ , >B² t , > 
 Yt , > 
�
t , p̄ ¬ ,> 
 �t , > 
 �t , andso on. The orderingis identical to the oneof a
WFQ server exceptfor > 
x which is transmittedbefore> � t and> � x thatis servicedbefore>B� t . Weseefrom thesetwo examples
that � hasasignificantimpactonBSFQ’s performance.

BSFQcanalsoaccommodateflows that do not make reser-
vations. We definethe residualrate % "�¶!· to be equalto e +

all flows � %�� . Notice that % "�¶!· will changewhen new reser-
vationsaremadeor anexisting reservationis released.Packets
from any of thenon-reservationflowsareassignedatimestamp
valueusing% "�¶!· asreservedrateandthenscheduledin thesame
mannerasotherreservationflows.

In the remainderof this section,we will prove that BSFQ
providesanend-to-enddelayanda fairnessguarantee.

A. DelayGuarantee

Thework in [12] presentsa classof schedulersthatcanpro-
vide anend-to-enddelayguaranteesfor leaky bucket ratecon-
trolled sources.A packet scheduleris in classGR if thedepar-
turetime Z � > ?� � of packet > ?� is boundedby

Z � >@?� � .§¸¹e�q � >@?� �lP$º

for someconstant
º

. ¸¹eNq � >@?� � for ;�7U9 is definedas:

¸¹eNq � > ?� �54 HJILK ��MN� > ?� � �'¸»e�q � > ?
O 
� ���lP W ?�
%¼� (3)

and ¸»e�q � >BY� ��4 9 . Accordingto [12], the end-to-enddelay½ ?� of packet >@?� that traversesa pathof ¾ nodes,eachusing

a GR-scheduler, is boundedby
½ ?� .¿¸¹eNq 
 � >@?� �^+�M 
 � >@?� �,P

� ¾ +��L� HJILK@?À¼Á 
 R!Â �" �
P ÃÀÄÁ 
 º

À P�Å À �
ÀÄÆ 
 , wherȩ¹eNq 
 � >@?� �

is thevalueof ¸»e�q � >@?� � at node1,
M 
 � >@?� � is thearrival time

of >@?� at thefirst nodeof thepath,
º À

is theconstantof nodeÇ
on thepathand

Å À �
ÀÄÆ 
 is thepropagationdelaybetweennodes

Ç and Ç PÈ� , for Ç 4É� �'Ê'Ê'Ê��'¾ . Furthermore,if flow � is
a leaky bucket compliantflow with parameters( Ëh� ,Ìn� ), then

½ ?� .[Í �
Æ
� Ã O 
  �ÎXÏ�Ð T Â�Ñ �

Ò Â �Ó �" �
P ÃÀ¼Á 
 º

À P¥Å À �
À¼Æ 
 .

We will show that BSFQ can provide an end-to-enddelay
guaranteeby showing that BSFQ belongsto the class GR
as definedin [12]. We first show that the numberof bytes
admitted into Ô consecutive bins is boundedand define the
“size” of abin.

Lemma1: The numberof bits of data r»Õ admittedinto Ô
consecutive binsis boundedby:

r Õ .§Ô���e P
b
��� �

W aÖb
d�

Proof: Let usconsiderthepacketsof a particularflow � that
areenteredinto thebins � , � P�� , . . . , � P Ô +:� , for anarbitrary
� � 9 . Assumethat the first andlast packet of � enteredinto
thesebins are > i� and >@×� , respectively. Bin ; containsonly
packetswith time stampsbetween;�� and

� ; PØ��� � , for ; =
� , . . . , � P Ô +§� . Therefore,we have that AB	'C � > i� � � ��� and
AB	'C � > ×� � 1 � � P Ô � � . From(1), wehave:

AB	'C � > ×� � � AB	'C � > × O 
� �lP W ×�
%��

� AB	'C � > × O �� �lP W × O 
� P W ×�
%��Ê'Ê'Ê

� AB	'C � > i� �lP W
i Æ 
� P Ê'Ê'Ê P W ×�

%��
Therefore,

W i� P Ê'Ê'Ê P W ×� . � AB	'C � > ×� ��+ AB	'C � > i� ��� %�� P W aÖb
d�
. Ô���%¼� P W aÖb
d�

Hence,the numberof bits of dataof flow � enteredinto bins
� through� P Ô +Ù� is at most Ô���%�� P W aÖb
d� . The maximum
numberof datafrom all flows that areenteredin thesebins is
thusboundedby:

r Õ . Ô��
b'��� �

% � P
b'��� �

W aÖb
d�

. Ô���e P
b
��� �

W aÖb
d�

r¹Õ canbeconsideredasthe“capacity”of Ô consecutivebins.
SinceÚ8Û H Õ&Ü»Ý yßÞ

Õ 4 ��e , wedefinethesizeof abin à@áãâ À as:

à@áãâ À 4 eÖ� (4)



The numberof bins � mustbe greaterthana thresholdto
allow BSFQ

ä
to useall availablebuffers. If p is thesizeof the

outputbuffer, then �åà@áãâ À � p , or � �
x`�æ . If �ç1 x`6æ ,

thena portion of the outputbuffer will not be usedby BSFQ.
� canbegreaterthan

x`�æ sincethebinsarelogical. Thevalue
of � will affect the ability of BSFQto detectpacketsof non-
compliantflows: a larger � will allow morepacketsfrom non-
compliantflows to enterthe switch. The buffer management
capabilitiesof BSFQaresimilar to thoseof ourpipelinesection
methodin [14] and it canprovide losslessguaranteeto leaky
bucket compliantflows. However, thefoci of this paperareon
BSFQ’s delayguaranteeandfairnessproperties,andthe anal-
ysisof thebuffer managementcapabilitiesof BSFQis outside
thescopeof thepaper.

Beforewe stateandprove Theorem1, we will presentthe
following corollarythatis usedin theproof.

Corollary 1: The numberof bits of data r admittedinto
consecutive bins labeledfrom � f@
&��fh
 P � � to � f � ��f � P � � ,
f � 7¥f@
 , is boundedby:

rS. � f � + fh
 P � � e P
b
��� �

W aÖb
d�
Proof: Sincethevirtual time intervalsof consecutive bins in-
creasesby � , wecanwrite f � 4 f@
 P�� Ô +��L� � , Ô � � , whereÔ
is thenumberof consecutive bins.By Lemma1, wehave that:

r . Ô���e P
b
��� �

W aÖb
d�
4 � f � + fh
 P � � e P

b
��� �
W acb'd�

We can now presentTheorem 1 which shows that BSFQ
belongsto theGRclassof schedulers.

Theorem1: Thedeparturetime Z x ghilk � >@?� � of >@?� in BSFQ
is boundedby:

Z x gBijk � >@?� � .�¸»e�q � >@?� �lP � P b'��� � W aÖb
d�e
Proof: The proof is similar to the onepresentedin [12] for
SCFQ.We define p ?� 4 ��Çè)*931èÇz.è;�éåf ��MN� > À� ��� �
AB	'C � >

À O 
� � � . Let Ô be the largest integer in p ?� . Since

f ��M�� > 
� ��� � Aê	'C � >BY� � , by the definition of AB	'C � >BY� � , p ?� con-
tainsat leastoneelementand Ô is alwaysdefined. It follows
from thedefinitionof p ?� that:

f ��MN� > Õ� �!� � AB	'C � > Õ O 
� �
and�lf ��MN� > â� �!� 1 AB	'C � > â O 
� � � for ÔJ1¥�Ö.ë;

Therefore,from (1), wehave that:

Aê	'C � > Õ� ��4 f ��M�� > Õ� ���lP W
Õ�
%��

and, AB	'C � > â� ��4 AB	'C � > â O 
� �lP W â�
%�� �l�

4 Ô PU� �'Ê'Ê'Ê���;
Thus:

AB	'C � >@?� ��+ f ��M�� > Õ� ���m4
?
â Á Õ

W â�
%�� (5)

Now, assumethat >@?� is enteredinto the bin with the label
� fXì'��fXì P � � . At time

MN� > Õ� � whenpacket > Õ� arrives,thebin that
is beingservicedby BSFQhasthelabel � f ��M�� > Õ� ��� ��f ��MN� > Õ� ����P
� � . Thus,themaximumamountof datathatwill be transmit-
tedbetween> Õ� ’sarrival and>@?� ’sdepartureis all thedatain the
bins � f ��MN� > Õ� ��� ��f ��MN� > Õ� �!�ÖP � � to � f ì ��f ì P � � . According
to Corollary1, theamountof data r storedin thesebins is at
most:

r . � f ì + f ��MN� > Õ� ���lP � � e P
b'��� �

W aÖb
d�

. � AB	'C � >@?� ��+ f ��MN� > Õ� ���lP � � e P
b
��� �

W acb'd�

From(5), wehave that:

rS.
?
â Á Õ

W â�
% �
P � e P

b
��� �
W acb'd�

The data transmissionrate is e and therefore,the departure
time Z x gBijk � >@?� � of packet >F?� usingaBSFQscheduleris:

Z x ghilk � >@?� ��43M�� > Õ� �lP r e
. M�� > Õ� �lP

?
â Á Õ

W â�
%��
P � P b
��� � W aÖb
d�e (6)

Fromthedefinitionof ¸»e�q � >@?� � in (3), wehave:

¸¹e�q � > Õ� � � MN� > Õ� �lP W
Õ�
%��

and, ¸¹e�q � > â� � � ¸¹eNq � > â O 
� �lP W â�
%¼� � for ÔJ1¥�Ö.ë;

Thus:

¸¹e�q � >@?� � � M�� > Õ� �lP
?
â Á Õ

W â�
%�� (7)

From(6) and(7), it follows that:

Z x ghilk � >@?� � .§¸¹e�q � >F?� �lP � P b
��� � W acb'd�e

B. FairnessGuarantee

We show that thedifferencebetweenthenormalizedservice
of any two flows in BSFQis bounded.Let Z � >F?� � denotethe

departuretime of packet >@?� of flow � . At time 	 4 Z � >@?� � ,



BSFQis servicinga bin with label � f � Z � >@?� �!� ��f � Z � >@?� ���jP � � .
Since>@?� is containedby this bin, wehave that:

f � Z � >@?� ��� .ëAB	'C � >F?� � 1¥f � Z � >@?� �!�lP � (8)

for any packet >@?� . We needthe following auxiliary lemmato
show thefairnesspropertyof BSFQ.

Lemma2: If flow � is backloggedat time 	 4³MN� >@?� � , then

AB	'C � > ?� �54 AB	'C � > ?
O 
� �lP W ?�
%�Õ

Proof: If � is backloggedat time 	 4íMN� >@?� � , then
M�� >@?� � .

Z � >@?
O 
� �
. Becausef � 	 � is a monotonic(step)function of 	 , it

follows that f ��M�� >@?� ��� .§f � Z � >@?
O 
� ���
. From(8), we have that

f ��M�� >@?� ��� .ëAB	'C � >@?
O 
� �
andtherefore:

AB	'C � >@?� �î4 HJILK � f ��MN� >@?� �!� ��AB	'C � >@?
O 
� ����P W ?�
% �

4 AB	'C � > ?
O 
� �lP W ?�
%¼�

Thefollowing theoremshows thatBSFQis fair.

Theorem2: If flows � and 0 arebackloggedduring the in-
terval � 	�

��	 ��� , then

)Ä�*� � 	�

��	 � ��+ �*- � 	�

��	 � � )h. © W aÖb
d�
% �

P W aÖb
d-
% -

P �
Proof: Let � > Õ �� �'Ê'Ê'Ê�� > Õ �� � denotethesetof packetsfrom � that
departin � 	�

��	 ��� . Figure4 shows thetiming relationships:

t1 t2
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pf
k +12pf

k +12pf
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pf
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k +11pf

pf

L(    ) L(    )L(        ) L(        )

Fig. 4. Packetsservicedduringthebusyperiod ï ð�ñuò=ð�óõô
From this figure, we canconcludethat the arrival time

M�� > â� �
of packet > â� mustbe lessthanthe departuretime Z � > â O 
� �

of

packet > â O 
� , for � 4 Ô@
 P�� �'Ê'Ê'Ê��'Ô � P��
, becauseotherwise

flow � wouldnotbebackloggedthroughouttheinterval � 	�

��	 ��� .
Hence,packets> Õ �

Æ 
� ��Ê'Ê'Ê'� > Õ �
Æ 
� arrive while � is backlogged.

It alsofollows from Figure4 that:

Õ �
â Á Õ �

Æ 

W â�
%�� .ë� �

� 	 
 ��	 � � .
Õ �
Æ 

â Á Õ �

W â�
%�� (9)

We first find an upperboundfor �*� � 	�

��	 � � . Since f ��öê� is a
non-decreasingfunction,wehave that

f � 	 � ��+ f � 	�
 � � f � Z � > Õ �� �!��+ f � Z � > Õ �� ���

From(8),wehave f � Z � > Õ �� ��� 7¥AB	'C � > Õ �� �
+ � andf � Z � > Õ �� ��� .
AB	'C � > Õ �� � andtherefore:

f � 	 � ��+ f � 	�
 � 7 AB	'C � > Õ �� ��+ AB	'C � > Õ �� ��+ �
Becausethe packets > Õ �

Æ 
� , . . . , > Õ �� arrive while � is back-
logged,wehave by Lemma2 that:

AB	'C � > Õ �� �54 AB	'C � > Õ �� �lP
Õ �

â Á Õ �
Æ 

W â�
%��

andtherefore:

f � 	 � ��+ f � 	�
 � 7
Õ �

â Á Õ �
Æ 

W â�
%��
+ �

Using(9), wecanbound��� � 	�

��	 � � from above by:

�*� � 	�
&��	 � � 1 f � 	 � ��+ f � 	�
 �lP W
Õ ��
%��

P W Õ �
Æ 
�
%��

P �

. f � 	 � ��+ f � 	�
 �lPå© W�acb'd� % �
P � (10)

To obtaina lowerboundfor �*� � 	�
&��	 � � , weconsidertwo dis-
tinct cases.

Case1: AB	'C � > Õ � O 
� � � f ��MN� > Õ �� ���

Sincethereis no packet departurein � 	�
&��Z � > Õ �� � � , we have

that Z � > Õ � O 
� � .ë	�
 . Therefore:

f � 	 � ��+ f � 	�
 � .ëf � Z � > Õ �
Æ 
� ����+ f � Z � > Õ � O 
� ���

Using (8), we find that f � Z � > Õ �
Æ 
� ��� . Aê	'C � > Õ �

Æ 
� �
and

f � Z � > Õ � O 
� �!� 7¥AB	'C � > Õ � O 
� ��+ � andtherefore:

f � 	 � ��+ f � 	�
 � 1 AB	'C � > Õ �
Æ 
� ��+ AB	'C � > Õ � O 
� �lP �

Sincepackets > Õ �� , . . . , > Õ �
Æ 
� arrive when � is backlogged,we

have that:

AB	'C � > Õ �
Æ 
� �÷4 AB	'C � > Õ �� �lP

Õ �
Æ 


â Á Õ �
Æ 

W â�
%��

It follows from the case assumption that AB	'C � > Õ �� � 4
AB	'C � > Õ � O 
� �lP R Þ ��" � andtherefore:

AB	'C � > Õ �
Æ 
� �î4 AB	'C � > Õ � O 
� �lP Õ �

Æ 

â Á Õ �

W â�
%��

and,

f � 	 � ��+ f � 	�
 � 1
Õ �
Æ 

â Á Õ �

W â�
%��
P �



Using(9), wecanbound� � � 	 
 ��	 � � from below by:

�*� � 	�
&��	 � � 7 f � 	 � ��+ f � 	�
 ��+ W
Õ ��
%��

+ W Õ �
Æ 
�
%¼�

+ �

� f � 	 � ��+ f � 	�
 ��+ø© W aÖb
d� %��
+ � (11)

Case2: AB	'C � > Õ � O 
� � 1¥f ��MN� > Õ �� �!�

Since � is backloggedat time 	�
 andthereareno packet de-
parturesin � 	�
&��Z � > Õ �� � � , it follows that

M�� > Õ �� � .ë	�
 . Therefore:

f � 	 � ��+ f � 	�
 � . f � Z � > Õ �
Æ 
� ����+ f ��MN� > Õ �� ���

. AB	'C � > Õ �
Æ 
� ��+ f ��M�� > Õ �� ���

4 AB	'C � > Õ �� �lP
Õ �
Æ 


â Á Õ �
Æ 

W â�
%��
+ f ��MN� > Õ �� ���

It follows from the case assumption that AB	'C � > Õ �� � 4
f ��M�� > Õ �� ���lPÙR

Þ
��" � andtherefore:

f � 	 � ��+ f � 	�
 � .
Õ �
Æ 

â Á Õ �

W â�
%��

and, Õ �
â Á Õ �

Æ 

W â�
%�� � f

� 	 � ��+ f � 	�
 ��+ø© W aÖb
d� %��
From(9), we concludethat the lower boundfor �*� � 	�

��	 � � es-
tablishedin (11) is alsovalid for the secondcase. It follows
from (10)and(11) that:

)Ä� � � 	 
 ��	 � ��+ � - � 	 
 ��	 � � )h. © W aÖb
d�
%��

P W�aÖb
d-
%�-

P �

IV. NUMERICAL EXAMPLES

Wehavestudiedtheperformanceof theBSFQalgorithmand
comparedit with WFQ andDRR. The WFQ algorithmserves
as the referencemethodin the comparisonstudy. The DRR
methodis selectedbecauseit hasthesamerun timecomplexity
asBSFQfor bothpacket processingandconnectionestablish-
ment.

Theperformanceof theBSFQandDRR methodsdependon
the settingof someparametersof the methods.In DRR, each
flow � is assigneda quantumsize s � which is the amountof
creditsit receivesper round. Thereservedbandwidthfor flow
� is equalto ù
�ù�ú=ûüú e , where s �=ý��

4
all flows ? s ? . The reserved

bandwidthfor theflows is unchangedif we usea quantumsize
Ôåþ s ? , Ôÿ7¿9 , for eachflow ; . Using smallerquantumsizes
will allow DRR to betterapproximatetheWFQ scheduler, but
it will also increasethe per packet processingcost sincethe

TABLE I

FLOWS USED IN THE SIMULATIONS

Sourcerate Leaky Bucket
Flow ��������� � �
	�� � 

1,2,3 16Mbps 2Mbps 50KB 2Mbps
4,5,6 25Mbps 5Mbps 100KB 5Mbps
7,8,9 40Mbps 8Mbps 200KB 8Mbps

DRRschedulermayneedto iteratethroughanumberof rounds
without transmittingany packets.

The BSFQ schedulerexhibits a similar behavior as DRR:
usinga smaller � will allow BSFQto betterapproximatethe
WFQ schedulerbut it will also increasethe likelihood that a
bin is empty. Theperpacketprocessingcostis increasedin this
casesincetheBSFQschedulermustupdatethesystemvirtual
clock f � 	 � . For a fair comparison,we set à@áãâ À 4 s

�=ý�� so that
theamountof datatransmittedin each“round” in bothschemes
areapproximatelyequal.

48 Mbpsbuffer
Output

flow 1

flow 2

flow 3

flow 4

flow 5

flow 6

flow 7

flow 8
flow 9

Fig. 5. Network usedin thesimulationstudy

We first comparethepacket delaywith a numberof simula-
tion experiments.Thenetwork usedin thesimulationis shown
in Figure5. Thetransmissionrateof theoutputlink is 48Mbps.
Therearenine input flows whosepropertiesareshown in Ta-
ble I. Column1 in Table I lists the flow indices. Columns2
and3 show thepeakdatarate e�� ¶ b Õ andtheaveragedatarate
e b�� - of eachflow. Flows 1, 2 and3 have low peakandburst
rates,flows 4, 5 and6 have mediumpeakandburst ratesand
flows 7, 8 and9 have high peakandburst rates.Packetshave
fixed sizeandeachpacket is 53 bytes. The packet arrivals of
eachflow aregeneratedby a Markovian on/off process.When
the Markovian processis in the ‘on’ state,packets are trans-
mittedwith a constantratethat is equalto thepeakrate e�� ¶ b Õ
in Table I. No packetsare transmittedin the ‘off ’ state. The
durationof the ‘on’ and ‘off ’ periodsfor a flow is suchthat
e b�� -

4�� û Â�� `���� ]
Þ

� û Â
Æ � ûã��� , where� ý

À and� ý �Ä� aretheaveragelength
of the‘on’ and‘off ’ periods,respectively. Theaveragelengthof
an ‘on’ periodin thesimulationsis setto 1 msec.TheMarko-
vian arrival generationprocessis followed by a leaky bucket
rate shaperwith the burst size Ë and token generationrate Ì
givenin columns4 and5 of TableI. Eachtypeof packetsched-
uler is presentedwith the samepatternof packet arrivals and
eachexperimentis run for 5000(simulation)seconds.

Table II shows the reservationsfor eachflow. For BSFQ,
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TABLE II

FLOW RESERVATION PARAMETERS IN EXPERIMENTS

BSFQ DRR
Flows -/. 0/.
1,2,3 2Mbps 13254 bytes
4,5,6 5Mbps 63254 bytes
7,8,9 8Mbps 73254 bytes

the reservation %¼� of flow � is equal to its averagedatarate
e b�� - in TableI. The quantumof flow � in DRR is alsopro-
portional to e b�� - . We vary the parameter8 in DRR and �
in BSFQto studytheir performance.We have performedthree
setsof experimentsusing the settings 8 4è�

, 8 4wµ 9L9 and
8 4ç� 9L9L9 in DRR. The correspondingsettingsfor à@áãâ À in
BSFQare à@áãâ À 4:9Lµ , à@áãâ À 4¥©L©�µ 9L9 and à@áãâ À 4:9Lµ 9�9L9 .

Figure 6 shows the delay distributions in WFQ, DRR and

BSFQ for the flows 1, 4 and 7 when 8 4î�
in DRR and

à@áãâ À 4;9Lµ in BSFQ.The graphis a histogram. To generate
the histogram,we divided the time axis between	 4 9 msec
and	 = 50 msecinto intervalsof 0.1msecin lengthandtallied
the numberof packetswith delaythat fall within the interval.
Packetswith delayslargerthan50 msecweretallied in another
sum. Eachtally is thendivided by the total numberof pack-
etsandtheresultingvalueis anestimateof theprobabilitythat
the packet delay falls within a given interval. The left most
plot in Figure6 shows the delaydistributionsof flow 1 using
WFQ, DRR and BSFQ.The < -axis in Figure 6 is the packet
delaymeasuredin secondsandthe = -axisshows thefractionof
packetswhosedelay falls within the given interval. We have
shown thedelaydistributionsfor delaysup to 0.02secondbe-
causethetail distributionsarevirtually identical(includingthe
casewherethedelayis greaterthan0.05sec).Thedelaydistri-



butionsof flows2 and3 aresimilarto thatof flow 1 andthey are
not shown.> Thecenterandright plotsshow thedelaydistribu-
tionsfor flows 4 and7, respectively. Thedistributionsof flows
5,6,8 and9 areomittedfor thesamereason.Wecanseein Fig-
ure6 thatfor 8 4Ù� in DRRand à@áãâ À 4:9Lµ bytesin BSFQ,the
delayexperiencedby thepacketsusingeithermethodis virtu-
ally identicalto thatin WFQ.It is evidentfrom Figure6 thatthe
DRRmethodusingsmallquantumsizesandtheBSFQmethod
with small à@áãâ À (or � ) parameterscaneffectively approximate
WFQ.

Figures7 and8 show thedelaydistributionsfor ( 8 4Øµ 9L9 ,
à@áãâ À 4S©�©Lµ 9L9 bytes)and( 8 4 � 9L9L9 , à@áãâ À 4?9Lµ 9L9�9 bytes),
respectively. We canseethat the delaydistributionsin BSFQ
andDRRdiffer significantlyfrom WFQfor smalldelays.Also,
it appearsthatthedelaydistributionsin theBSFQmethodcon-
vergesquicker to that of WFQ thanDRR. The total variance
distance[13] is oftenusedto measurehow far away two prob-
ability distributionsarefrom oneanother. If > and @ aretwo
distributionswhich put probabilitymasson a finite set A , then
thetotal variancedistancebetweenthemis equalto:

�CB � > �D@ �m4
�
©
d�EGF

) > � < ��+ @ � < � )
We have computedthetotal variancedistanceof thedelaydis-
tribution betweenBSFQ and WFQ, and betweenDRR and
WFQ for eachof the above cases. TablesIII and IV show
thetotal variancedistancebetweenBSFQandWFQ,andDRR
andWFQ,respectively, for thedistributionsgivenin Figures6,
7 and8. We seethat the total variancedistancebetweenthe
delay distribution of BSFQ (DRR) and WFQ for à@áãâ À 4H9Lµ
( 8 4Ù� ) is very smallwhich confirmsthefactthattheapproxi-
mationis very good.TablesIII andIV show thatthetotal vari-
ancedistancesbetweenBSFQandWFQ for à@áãâ À 4¥©L©�µ 9L9 and
à@áãâ À 4I9�µ 9L9L9 aresmallerthanthedistancesbetweenDRRand
WFQ for 8 4Uµ 9L9 and 8 4�� 9L9L9 , respectively. Hence,BSFQ
providesabetterapproximationfor WFQ in thesecases.

TABLE III

TOTAL VARIANCE DISTANCES (BSFQ, WFQ)

ParameterSetting Flow 1 Flow 4 Flow 7J "%$,&LKNM 6 0.0050 0.0048 0.0069J "%$,& K 1G1G6
OGO 0.0430 0.0604 0.0620J "%$,&LKNM 6
OGOGO 0.0883 0.1028 0.0998

TABLE IV

TOTAL VARIANCE DISTANCES (DRR, WFQ)

ParameterSetting Flow 1 Flow 4 Flow 7
4 K:P 0.0048 0.0049 0.0067
4 K 6
OGO 0.0738 0.0882 0.0739
4 K:P OGOQO 0.1180 0.1255 0.1095

An addedadvantageof BSFQis the fact that it hasa built-
in buffer managementfunction. Recallthat in BSFQa packet

is discardedwhenits bin index is equalto or greaterthanthe
numberof bins � . Packetsof a flow that transmitsat a rate
larger thanits reservation will be assignedincreasinglylarger
virtual times and when the virtual time stampvalue exceeds
f P � � , they will bediscarded.Thus,BSFQcanprovidepro-
tectionagainstnon-conformantflows. However, proving that
BSFQprovidesa losslessguarantee— similar to the work in
[14] — is outsidethescopeof this paper. We will only demon-
stratethebenefitof thebuilt-in buffer managementfunctionof
BSFQusingasimulationexperiment.

In thenext experiment,weincreasethepeakandaveragedata
rateof flows 7, 8 and9 in TableI to 50 Mbpsand10 Mbps,re-
spectively. Notice that the total datarateof all flows is equal
to 51 Mbps which exceedsthe link capacity. The reservation
parametersof theflows (seeTableII) remainsunchanged.The
flows 7, 8 and9 arenon-compliantflows in thesimulationex-
periment.

TABLE V

NON-COMPLIANT FLOWS

Fractionof packetsdropped
Flow 1 Flow 4 Flow 7

BSFQ 0% 0% 9.89%
DRR 5.43% 4.52% 6.38%

Theparametersusedin theexperimentsare àFáãâ À 4:9Lµ 9L9L9 in
BSFQand 8 4S� 9�9L9 in DRR. Theoutputbuffer sizeis setto
1 Mbytesanda packet is admittedif thereis availablespace.
After a packet hasbeenadmitted,it is thenprocessedby the
packet scheduler. In DRR, thepacket is enteredinto its queue
andwill notbediscarded.In contrast,thepacketis discardedby
BSFQif its bin index exceeds� . TableV showsthepercentage
of packetsdroppedby BSFQandDRR. The tableonly shows
thefractionof thepacketsdroppedfrom flows 1, 4 and7. The
resultsfor flows 2 and3, 5 and6 and8 and9, aresimilar to
that of flow 1, 4 and 7, respectively. We can seethat BSFQ
only dropspacketsfrom thenon-compliantflows. In contrast,
all flows in DRR suffer packet loss.

V. CONCLUSION

We have presentedthe BSFQ packet schedulingalgorithm
that combinesthe strengthsof frame-basedandpriority-based
schedulers.BSFQis a frame-basedmethodthat transmitsall
packetsin thecurrentbin in eachround.Packetsaresortedinto
thebinsbasedon their assignedvirtual time stampsandwithin
onebin, packetsaretransmittedin theFIFO manner. BSFQis
highly scalable,having constantruntimecomplexity for packet
processing,aswell asfor connectionestablishment.

The virtual time interval parameter� hasa significantim-
pacton BSFQ’s performance.For very large valuesof � , the
performanceof BSFQis identicalto FIFO,while for smallval-
uesof � , BSFQis moreakin to SCFQ.Therearea numberof
factorsthat have to be consideredin choosingthe valueof � .



The amountof stateinformationmaintainedis inverselypro-
portionalR to � anda small � will increasethenumberof bins
needed.Theefficiency of BSFQalsodecreaseswhen � is de-
creasedbecauseit increasesthelikelihoodof thatsomebinsare
empty. This is similar to DRR whensmallquantumvaluesare
usedandno packetsaresentin somerounds.Determiningan
optimalvaluefor � is beyondthescopeof thispaper.

We have shown that BSFQ can provide end-to-enddelay
guaranteeand fairnessto flows that sharea common link.
BSFQalsohasa built-in buffer managementfunction thatcan
insulateconformantflows from non-complianttraffic. Results
of a simulationstudyshow that BSFQcanprovide betterap-
proximationfor WFQ thanDRR usingsimilar operationalpa-
rameters. In summary, BSFQ hasmany desirablestrengths,
including scalability, rate and fairnessguaranteeand built-in
buffer management,to provide quality of servicein high-speed
networks.
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