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Abstract—Existing wireless MAC standards are known to have
fairness problems. In this paper, we ask a more fundamental
question: should fairness be a property of medium access, or
in other words, are we placing the blame on the right place?
We argue that fairness is a property of applications and must
be implemented by applications. Medium access control should
simply provide mechanisms for application-defined fairness poli-
cies to be implemented effectively and efficiently. We argue
that these mechanisms must provide separate control knobs
for two main functions of MAC, namely, fairness control and
contention resolution, in order to enable their independent
evolution. Furthermore, they must be lightweight and their
behaviors must be predictable to enable efficient and consistent
implementations of fairness policies on top of these mechanisms.
Existing MAC standards do not follow these guidelines. In this
paper, we design a new MAC protocol, calledSiren, adapted from
an existing MAC protocol using these guidelines, and implement
Siren in a real multi-hop wireless network. The efficacy of our
design is demonstrated by implementing on top of Siren various
popular fairness policies such as static priority, fair time sharing,
proportional rate allocation, earliest deadline first (EDF) and
proportional fairness and measuring their performance in our
network testbed.

I. I NTRODUCTION

One of the frequently cited problems of current wireless
networks is related to lack of fairness. The reported fairness
problems of MAC include, to name a few, starvation [24],
[11], [29], priority inversion [30], inequitable allocation of
bandwidth [29], lack of QoS support [18] and multi-rate
LAN unfairness [14]. The research community has come
up with several solutions [24], [30], [18] to such fairness
problems. The common thread among such solutions is that
they often require altering the MAC protocol significantly to
achieve the authors’ notion of “fairness”, in effect embedding a
fairness policy into the MAC. Clearly, this makes them “point
solutions”, wherein the proposed changes to the MAC for one
solution are incompatible with those for other solutions. The
underlying reason for this is theMAC-centricnotion of fairness
prevalent in the research community today.

Evidence for this can also be seen in the design of several
existing QoS-enhanced MAC protocols such as IEEE 802.11e
and HIPERLAN/1 [5]. These MAC protocols either explicitly
or implicitly implement some notions of fairness defined by
their designers. For instance, IEEE 802.11e implicitly supports
a fairness notion similar to proportional rate allocation among
different priority classes where the exact allocation among the
classes are hard to tract due to interaction with contention
resolution (CR) and window backoffs, and HIPERLAN/1

explicitly supports a policy similar to EDF (earliest deadline
first). The solutions to fix the fairness problems of existing
MACs (especially IEEE 802.11) have the same problems. For
instance, [15], [13], [28], [31] embed their solutions intoMAC
directly so that MAC is tuned to support only the notion of
fairness that the authors define.

Independent of whether such policies are adopted by de-
signers explicitly or purely by chance due to some design and
implementation artifacts, a MAC protocol embedded with a
predefined notion of fairness makes it very difficult to support
diverse fairness policies that application utility functions dic-
tate. Furthermore, an embedded fairness policy which suits
some applications may be unfair for different applications.
These two observations, namely (a) the ever-growing list of
point solutions to enforce different fairness policies requiring
MAC protocol changes and (b) the difficulty in enforcing a
fairness policy in a MAC which already has an embedded
notion of fairness motivate us to take an altogether different
approach to the problem of MAC architecture design. In this
paper, we outline important design principles for a flexibleand
efficient MAC architecture designed to support application-
level fairness policies; whatever those policies may be. In
order to demonstrate that these principles are realizable and
effective using off-the-shelf radios, we propose and implement
a new MAC protocol calledSirenon the MicaZ sensor radio
chip interface. We then show the versatility of Siren by
implementing various fairness policies including static priority,
fair time sharing, EDF and proportional fairness on top of
Siren in our network testbed. In particular, the proportional
fairness in multi-hop networks has never been implemented in
a real network. We provide its first practical implementation.

Our main contributions in this paper are:

1) Identifying design principles for a flexible and efficient
MAC architecture.

2) Proposing of a MAC architecture, Siren, which follows
these principles.

3) Developing algorithms for the implementation of several
different fairness policies on top of Siren, demonstrating
its flexibility and efficiency.

4) Implementing Siren and these fairness policies on a
conventional CSMA-based radio – the CC2420 and
experimental results on a 30 node multi-hop sensor
testbed.

The rest of the paper is structured as follows: Section II
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present the design principles, Section III presents Siren.In
Section IV, we propose algorithms for several fairness policies
for implementation on top of Siren. In Section V, we describe
the implementation of Siren on the CC2420 [2] radio. In
Section VI, we study the efficacy of our implementation on a
real multi-hop wireless sensor network testbed comprisingof
30 Micaz sensor nodes. Section 6 discusses related work and
Sections VII and VIII present related work and concludes the
paper.

II. D ESIGN PRINCIPLES

1) An Application-centric Fairness Approach: We per-
ceive fairness to be a property of applications leaving the
MAC to do what it does best, i.e. medium access. Fairness
and efficiency are in the eyes of beholders. They are properties
strictly governed by the utility of application. It is the respon-
sibility of the application (and not the MAC) to define the type
of fairness that it needs (e.g. temporal fairness, proportional
fairness, max-min fairness, etc.) and then enforce this notion
of fairness upon the MAC. Thisapplication-centricnotion of
fairness follows directly from the well-known system design
principle to separate mechanisms from policies. Since fairness
policies are application-defined, MAC must simply implement
mechanisms in which application policies can be efficiently
implemented. We view that this decoupling between fairness
policy and fairness mechanism to be the key principle in
designing MAC.

2) Decoupling Priority Resolution From Contention
Resolution: There could be many different ways to construct
mechanisms for implementing various fairness policies. A
common technique is to (1) assign priorities to data packets,
(2) manipulate these priorities dynamically to implement a
specific policy dictated by applications, and (3) ensure chan-
nel access to be ordered in terms of the priorities. Several
schemes [19], [18], [25], [28] follow this approach where
fairness mechanisms are supported bypriority resolution(PR)
– the mechanisms to implement the prioritized access of
packets. They differ mainly in the ways that CR is com-
bined with PR. Unfortunately many of these protocols allow
their contention resolution mechanisms to depend on fairness
control mechanisms (in this case, PR). This coupling of CR
and PR mechanisms hinders independent evolution of each
mechanism. There exists a large body of work to improve
CR alone independently from PR. If PR uses a specific way
that CR is implemented, then such improvement work cannot
be easily applied. For example, DWOP [19] uses RTS/CTS
and acknowledgment for sharing of common knowledge on
the priorities of outstanding packets among competing nodes.
BTPS [30] also uses RTS/CTS and multiple channels. Thus,
if a new and improved medium access scheme does not use
RTS/CTS, acknowledgment or CSMA/CA types of CR, then
the schemes devised in [19], [25], [28] are difficult to apply.
Sometimes the use of a different medium access mechanism
than RTS/CTS is dictated by upper layers such as routing.
Good examples are ExOR [8] and networking coding [20] that
use strictly broadcast not involving RTS/CTS. These protocols

cannot be implemented along with some fairness policies of
applications if PR requires use of RTS/CTS.

The conventional coupling of PR and CR also degrades the
modularity of the system by causing problems in one domain
to creep into the other, interfering with their correct operation.
For instance, IEEE 802.11e’s CR mechanism specifies that
the backoff timer of a station needs to be paused when it
detects activity on the channel, and then resumed again when
the channel is idle. Thus, it is possible that a lower priority
station may capture the channel causing priority inversion[30].
Therefore, the decoupling of PR and CR is essential also for
the modularity of the system.

3) Lightweight and robust priority resolution: The imple-
mentation of PR in multi-hop wireless networks may require
sharing common knowledge about the priority of outstanding
packets among nodes within an interference range. In some
protocols [19], [18], this is achieved by piggybacking packet
priorities in each packet transmission including RTS/CTS and
acknowledgment. However priority information may become
stale or lost due to several reasons. First, packet priorities
may change dynamically even at the time-scale of medium
access, requiring nodes to perform an RTS/CTS exchange
every time the packet priority changes (the CTS is necessary
to inform nodes two hops away). Second, priority information
could be lost due to collisions and interference. Stale or lost
priority information may lead to deadlock in these protocols.
PR must rely on only (if not at all) a minimal amount of
information sharing which can transpire in the time scale of
medium access and such information sharing must be robust
to channel interference and noise.

III. T HE SIREN MAC A RCHITECTURE

In Siren, time is slotted, and all nodes within a two-hop
range are synchronized at the slot boundaries. In each slot
packets queued at a node for transmission undergo three
phases in sequence: 1) A priority assignment phase in which
the head-of-line (HOL) packet is assigned a discrete priority i,
0 ≤ i < P , whereP is the number ofpriority levelssupported,
and 0 is the highest priority. 2) A PR phase where nodes
with backlogged packets contend for the medium based on
their HOL packet priorities. At the end of the PR phase, only
the nodes with the highest priority HOL packets are left for
contention in the CR phase 3) A CR phase during which nodes
with the same (highest) priority1 contend for the medium on
an equal basis.

By clearly separating the priority assignment phase from
the CR and PR phase, and keeping it independent of the
MAC, Siren fulfills the first design principle of allowing the
application to decide the fairness policy. The specific details
of the priority assignment phase depend on the application’s
fairness requirements, and we give algorithms for priority
assignment for different fairness policies in Section IV. Also,
by separating the CR and PR phase, Siren fulfills the second

1For brevity, we will abuse terminology and refer to “nodes with HOL
packet priorityi” as “nodes with priorityi”.
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Fig. 1. (A) shows the working of Siren for nodes A, B, C and D with priorities 1,1,2 and 3 respectively. Both A and B put beacons on the channel after one
CCA time. C and D sense the beacon after two CCA times, and hence they postpone their transmissions to the next time slot. Both A and B enter the CR
phase and will contend for the channel. A picks a shorter backoff and successfully transmits a packet, while B senses thispacket and defers its transmission
to the next slot. In the third time slot, C transmits beacon after two CCA times which is sensed by D after three CCA times. Hence D defers its transmission,
while C transmits its packet. Finally D transmits its beaconand packet in the fourth time slot. (B) shows the expanded view of one time slot which clearly
shows the PR and CR phases. (C) shows how node A uses a higher beacon transmission power to block out potential interferingnodes for receiver B. C
is a one-hop node whose transmission to G would interfere with both A’s transmission and B’s reception. F and E are two-hopnodes whose transmission
would affect B’s reception. I’s transmission to D would not affect A or B, however D’s acknowledgment to I would interferewith B’s reception. Node H’s
transmission would not affect A or B, but it will get blocked out. This is an instance of the exposed terminal due to Siren’sbeacon transmission.

principle of decoupling priority resolution and contention
resolution. In addition, the design of Siren also makes it highly
efficient compared to other QoS MACs like 802.11e as we
shall see later in this section. We now look at the CR and PR
phases in more detail.

A. Priority Resolution in Siren

The priority resolution phase of Siren is inspired from that
in EY-NPMA and its variants [5], [27], in which nodes rely
on short pulses of energy orbeaconsto inform their neighbors
about the priority of their outstanding packet. Hence, the
overhead incurred in the PR phase of EY-NPMA is the time
for transmission of the beacon times the number of priority
levels supported. Clearly, smaller beacons incur less overhead.
Early radios (e.g. CC1000 [1]) support bit streaming which
allows transmission of extremely small beacons. However the
new generation of packetizing radios (e.g. CC2420 [2], most
commercial 802.11 radios) does not support bit streaming and
allows only valid packets with standard compatible headersto
be transmitted. This limitation can significantly increasethe
overhead of the priority resolution phase if the minimum valid
packet size supported by a standard is large. Siren overcomes
this limitation by the use ofbeacon sensing. The basic idea
is that since a node does not need to completely receive a
beacon to be aware of a higher priority node in its vicinity, it
only needs to detect the presence of the beacon on the channel
through CSMA. We now discuss this concept in more detail.

1) Beacon Sensing:A node with a priorityi waits for i
CCA (clear channel assessment) timeswhich is the minimum
time to sense a (beacon) transmission from a neighbor. At
the end of thei-th CCA time, if the channel is idle, the
node transmits the beacon and enters the CR phase. However,
if it senses any beacon beforei CCA times, then it defers
its own transmission to the next time slot. If there exist
many nodes with the same priority, they all transmit beacons
simultaneously and will enter the CR phase together. As
illustrated in Figure 1 (A), the overhead for the PR phase

in Siren is the CCA time multiplied by the number of priority
levels plus one beacon transmission time. Since the CCA
time for most radios is much smaller than the minimum valid
packet transmission time, beacon sensing results in significant
overhead savings.

To quantify the overhead saving achieved by beacon sensing
we compare the overhead of the PR phase in EY-NPMA and
Siren normalized by the total time for transmission of one data
packet (with different data packet sizes and 10 priority levels)
in Figure 2. We look at two radio environments: Wireless-
LAN (WLAN) and ZigBee [4]. ZigBee radios have a link
speed of 250Kbps (resulting in a per-byte transmission time
or “byte-time” of 32µs, CCA time of320µs and minimum
packet transmission time of512µs (there is a detailed dis-
cussion of these numbers in Section V-A), while WLAN
radios have a link speed of 11Mbps, CCA time of15µs, and
minimum packet transmission time of184µs. As a comparison
we also plot the overhead for an 802.11e-based PR scheme
where priority resolution is achieved by performing backoffs
over non-overlapping backoff windows [7] i.e.DIFSi =
DIFSi−1 + CWi−1, whereCWi is the backoff window for
priority level i. Here the overhead for priority resolution is
the backoff period times the number of priority levels. We
assume the conventional backoff period of 32 byte-times;
1.024ms for ZigBee and480µs for WLAN. Siren’s beacon
sensing saves about 20% overhead compared to EY-NPMA
in ZigBee radios, while the saving goes up to 100% for
WLAN radios. This is because the CCA time is relatively
closer to the minimum packet transmission time for ZigBee
radios compared to WLAN radios. Interestingly, 802.11e with
non-overlapped backoff periods incurs almost 100-150% more
overhead compared to Siren. This is because in 802.11e the
PR and CR schemes are interlocked with each other, and
hence each additional priority level incurs the overhead ofone
additional backoff period while in Siren, adding an additional
priority level requires only an additional CCA time.
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Fig. 2. Normalized priority resolution overhead for Siren,EY-NPMA and
802.11e with non-overlapped backoff periods with different data packet sizes.

2) Beacon Transmission Power:In Siren, a node uses
beaconing to inform its neighbors about its priority. However,
hidden terminals located at two hops away from the node, and
at one hop away from its intended receiver may not be able
to sense the beacon and may interfere with packet reception
at the receiver [24], [11], as illustrated in Figure 1 (C). This
problem is not handled in EY-NPMA and IEEE 802.11e (note
that RTS/CTS does not enforce PR across two-hop ranges).

Siren’s approach for this problem is highly efficient; it uses a
higher transmission power for beacon transmissions compared
to data transmissions to preserve the correctness of PR across
two hops. The transmission power for beacons should be
enough to reach all potential interfering nodes for A’s intended
receiver. In this paper we set the beacon transmission power
of all nodes to be roughly three times that of their data trans-
mission power (Section V-C) for a simplified implementation.
This is decided based on the following reasoning. Assuming
free-space propagation, where the transmitted signal drops by
square root of distance, quadrupling transmission power for
beacons corresponds to doubling distance, hence ensuring that
the beacon is received by all two-hop interferers. However,
since beacon packets need to be only sensed, not received, we
find through experiment that simply using three times the data
transmission power works for most cases.

Using the same beacon transmission power for all nodes
in the network is a conservative approach which may cause
the beacon transmissions of some nodes to reach farther away
from interfering nodes and shut down non-interfering nodes
from transmission leading to loss of network capacity. This
problem is called theexposed terminalproblem. An example
is shown in Figure 1 (C). Node H will be shut down by A’s
beacon, even though its transmission will not interfere with
A’s transmission to B. Recent work has established that it
is possible to detect the interference relations between nodes
on a run-time basis [32]. In addition, transmission power
can also be tuned so that transmissions reach only a set of
interfering nodes [21]. Hence it is possible to tune the beacon
transmission power on a per-node basis, so that it reaches
the set of interfering nodes and no farther. This will not
eliminate all cases of exposed terminals, but will definitely
result in improvement in network capacity. However, we do
not explore this option in this paper, and leave it for future

work. Our experimental results presented in Section VI are
obtained without this tuning.

3) Time Synchronization:Siren does not require global
clock synchronization. The protocol works as long as the
sender is synchronized with all potential interferers (both one
and two-hop nodes). Hence conventional distributed clock syn-
chronization algorithms which depend on hop-by-hop clock
synchronization [10], [22] are appropriate for Siren. We use
FTSP [22] for our testbed.

B. Contention Resolution in Siren

The nodes that survive the PR phase compete on an equal
basis for channel accesses in the CR phase. Siren uses
CSMA/CA with fixed window backoffs for CR. Nodes take
a random backoff and sense the channel at the end of the
backoff period. If a node senses a carrier, then it simply
goes to the next slot where it runs the PR phase again. This
scheme provides equal chances to all competing nodes in the
CR phase. We choose this CR mechanism because it is very
simple to implement; other more efficient CSMA schemes can
also be incorporated [15], [17]. This is an advantage of Siren
as it allows any CR mechanism to be incorporated without
modifying the PR mechanism.

IV. I MPLEMENTING FAIRNESSPOLICIES

In this section, we demonstrate how Siren allows effective
and efficient implementations of various fairness and QoS
policies. We consider the following single-hop and multi-hop
fairness and QoS policies: static priority, EDF, proportional
rate allocation, and proportional fairness. The core advantage
of Siren is that these policies can be implemented at the
application without any modification in MAC. Below, we
present our implementation; since the implementation of static
priority is straightforward, we omit its description.

A. Proportional Rate Allocation and Time Fairness

Consider the problem of proportional throughput allocation
in a WLAN [12]. Let there beN nodes in a WLAN which
require service differentiation to the effect that their obtained
throughputs are in the ratior1 : r2 : . . . rN . A related
problem is maintainingtemporal fairness(where all nodes
receive equal channel time) in multi-rate WLANs. Suppose
N stations access the channel with different transmission rates
R1, R2, . . . RN (due to varying channel quality) in a WLAN
where all nodes can hear each other. IEEE 802.11b has been
shown to be highly “unfair” in such an environment [14]. A
solution is to to assign equal time-shares among competing
nodes on the channel. Existing work [15], [13], [28], [31]
implements this solution by directly modifying MAC. Our
solution does not require any modification of Siren. The
temporal fairness problem can also be framed as a proportional
rate allocation problem in the following manner: if theN
nodes access the channel so that their obtained throughputsare
proportional to their transmission rates, i.e.R1 : R2 : . . . RN ,
then the time spent by each node on the channel is equalized.
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We propose the following algorithm for achievingapprox-
imate proportional rate allocation. Let there beP priority
levels available. A stationi, 1 ≤ i ≤ N , sets the prioritypi

of its outgoing packets by executing a maximum ofP − 1
Bernoulli trials with probabilityφ(i) = ri

P

N

i=1
ri

. If it wins in

trial m, 1 ≤ m ≤ (P − 1), it setspi = m. If it runs P − 1
trials without success, then it setspi = P .

We omit formal proof to save space. Instead, we provide
an informal discussion. To see why this algorithm gives the
required rate allocation, consider a single time slot. If only a
single node wins in the first Bernoulli trial, then it sends a bea-
con with priority 1, and grabs the channel to transmit its data
packet. This occurs with probability

∑N

i=1
φ(i)(1−φ(i))N−1.

Now, if more than one node wins the first Bernoulli trial, then
all such nodes simultaneously transmit beacons and enter the
CR phase. As the CR phase in Siren gives equal opportunity
to such nodes (as all are in one hop), then the medium
access probabilities among such nodes do not follow the
required ratios. However, note that the probabilitiesφ(i) are
normalized to 1. Hence, on average, the number of nodes
winning the first (or any) Bernoulli trial is close to 1. Hence
the probability of medium access for a nodei approximates the
Bernoulli probabilityφ(i). Since the Bernoulli probabilities are
normalized based on the required proportional rate allocation,
the medium access probability of nodes winning the first
Bernoulli trial approximates the required ratios.

Now consider the case that no node wins the first Bernoulli
trial – this happens with probability

∏N

i=1
(1 − φ(i)). Such

nodes try the Bernoulli trial again and by the same logic
as above their access pattern also approximates the required
ratios. This process is repeated forP − 1 trials. All nodes
which do not win in any of theP −1 Bernoulli trials transmit
beacons with priorityP . Clearly the medium access pattern
between this set of nodes will not follow the required ratio,
but will be equally distributed. However, the probability of
all nodes not winning theirP − 1 Bernoulli trials is given by
(
∏N

i=1
(1−φ(i)))P−1. This probability quickly falls down to 0

with increase inP . Hence the more number of priority levels
available to the system, the closer is the approximation to the
desired ratios.

B. EDF Scheduling in Multi-hop Networks

EDF scheduling can be implemented as described by Kan-
odia et al. [18]. Every packet at its source is stamped with
a TTL (time-to-live) which is its desired end-to-end delay
bound. At every hop, just before the transmission of this
packet, its TTL is decremented by the amount of time spent
in the queue. The TTL is directly mapped to a priority level at
each hop. This allows nodes with backlogged packets which
have a very low TTL to access the channel quickly and flush
such packets. We assign the prioritypi of an outgoing packet
i as follows. LetDmax be the maximum deadline value that
a real time packet can have andP be the number of priority
levels. Suppose that a packeti has a deadlinedi. Thenp− i
is set todi/∆ where∆ = Dmax/P .

C. Proportional Fairness in Multi-hop Networks

Chen et al. [9] propose a joint design of congestion control,
routing, and scheduling to maximize aggregate utility in a
wireless network. The algorithm is implemented as follows.

Each node maintains a per-flow queue. A node decides
which per-flow queue it services next and where to route a
packet from this queue based on aprice which is computed
by taking a queue size difference between that node and its
neighbors. More precisely, letlki andlkj be the per-flow queue
length for flow k at nodesi and j. For each flowk, nodei
computes priceCk

ij between itself and each of its neighbors
j as follows: Ck

ij ← lki − lkj . Ck
ij indicates whether node

i should route packets belonging to flowk over nodej.
Intuitively, the largest value ofCk

ij hints that nodei should
route packets for flowk over the neighborj with the smallest
queue lengthlkj . If multiple per-destination queues at nodei
are backlogged, nodei first schedules a packet of flowk and
forwards this packet to its neighborj so that the differential
priceCk

ij is maximized for all flowsk and all neighborsj. The
rationale behind this is to give to congested nodes a prioritized
access to the channel so that they can drain their queues
faster (a large queue may cause a large price). The original
algorithm in [9] require solving distributed maximal matching
over two hops for every packet transmission. This is very time
consuming. Instead, we approximate maximal matching by
mappingCk

ij of the packet to a priority level and using Siren
to resolve priorities among competing neighbors. Note that
with a queue size of∆ packets per flow, the value ofCk

ij may
vary between−(∆ − 1) and ∆, hence requiring2∆ priority
levels for a one-to-one mapping. The packet is then transmitted
by Siren using this priority level. This approximation does
not guarantee proportional fairness, but it provides a practical
implementation that still achieves a high aggregate utility of
the system, which is defined to be

∑
log(x) where x is a

per-flow throughput. This is shown in Section VI.

V. M ICAZ IMPLEMENTATION

A. CC2420 Transceiver – Overview

The MicaZ [3] sensor node contains the CC2420 [2]
transceiver which is a ZigBee [4] compatible radio. It has a
link speed of 250Kbps, resulting in a per-byte transmission
time of 32us. It supports8 different transmission power levels
ranging from a minimum of−25 dBm (< 10µW) to a
maximum of0 dBm (1 mW). It contains two buffers of size
128 bytes each for outgoing and incoming packets respectively.
Packets placed in the outgoing buffer need to bevalid – they
must strictly adhere to the ZigBee packet format, else they are
dropped.

The ZigBee [4] standard specifies the minimum PHY layer
header of5 bytes (4 bytes preamble and1 byte synchroniza-
tion), a MAC layer header of9 bytes and2 bytes of CRC.
This implies that the minimum packet size with no payload
in CC2420 is16 bytes. Also, the standard specifies that the
maximum packet size (including PHY, MAC headers, CRC
and payload) is restricted to 128 bytes.
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B. Beacon Transmission

The minimum packet size limitation of 16 bytes corresponds
to a beacon transmission time of16× 32 = 512µs. By means
of experiments, we found out that CC2420 requires sensing
the medium for10 byte-times= 320µs to sense activity on
the channel. Hence we use a beacon sensing time of320µs
for our implementation. Unless otherwise specified, we use 6
priority levels for Siren incurring an overhead of320×6+512
µs = 2.4ms per packet transmission for priority resolution.

C. Beacon/Data Transmission Power

We use -5 dBm (316µW) transmit power for data packets,
and 0 dBm (1 mW) for beacons.

D. Time Synchronization

We use the FTSP [22] algorithm for time synchronization.
In our multi-hop testbed comprising of 30 MicaZ sensor nodes,
the FTSP algorithm takes 4 minutes (with time synch messages
broadcast every 10 seconds) for all nodes to synchronize.
All data transmissions begin 4 minutes after the start of the
experiment. Since time synchronization messages are sent as
broadcast they are prone to loss due to collisions with data
packets. This makes it difficult to maintain time synchro-
nization under high network load. To prevent this problem,
synchronization messages are sent with a priority level0.

E. Large Packet Size Emulation

The CC2420’s maximum packet size limitation of 128
bytes is too small relative to the overhead caused by beacon
transmissions. To overcome this limitation, we maintain a
virtual packetat the MAC layer in which the transmission
of larger packets is emulated. For every data packet of size
128 bytes received from the upper layers, the MAC driver
retransmits the same packetX number of times. The receiver
counts the number of CRC-valid copies of a packet it receives.
If it receivesX copies of the same packet, it will send an
ACK, else it will silently discard all copies of the packet. The
sender, after sendingX copies, waits for an ACK. If it does
not receive an ACK, it will signal a failure to the upper layers,
and try again. This emulates closely the behavior of a packet
of size128×X bytes. In our experiment, we setX to 3 for
an emulated packet size of 384 bytes.

VI. T ESTBEDRESULTS

A. Experimental Methodology

Our sensor network testbed consists of 30 MicaZ sensor
nodes distributed in labs and student offices in our computer
science building, as shown in Figure 3. We compare the
performance of Siren (implemented as described in Section V)
with the following MAC protocols:
(a) Randomized Medium Access (CSMA): As the base
case of a MAC protocol which does not support priority
resolution, we consider B-MAC [23], which is the default
MAC protocol for MicaZ sensor nodes under the TinyOS
environment. Medium access in B-MAC is similar to that in
802.11, with the exception that it does not perform exponential

Fig. 3. Above figure shows the 35 node mote testbed distributed across
one floor of the MRC building. Lines between nodes indicate connectivity
achieved with data transmission power of -5 dBm.

backoffs. Just before packet transmission, a node performsa
backoff over a fixed window. At the end of the backoff, the
node transmits the packet if the channel is idle, else it takes a
backoff again. We will refer to this MAC asCSMA-DATA/ACK
for the rest of this section.

B-MAC does not support the use of RTS/CTS. For a fair
comparison, and as an additional performance baseline, we
implement RTS/CTS for B-MAC and use it in our experi-
ments, in addition to the regular DATA/ACK mode of access.
We denote it asCSMA-RTS/CTS.
(b) CSMA with Differentiated Backoffs : We emulate the
priority resolution of 802.11e and its variants using differ-
entiated backoffs in B-MAC. Our implementation assigns
non-overlapped backoff periods to 6 priority levels, allowing
absolute service differentiation and denote it asPMAC.
(c) DWOP: We implement DWOP on top of B-MAC with
RTS/CTS as described in the original paper [19], referring to
it as DWOP in this section.

B. EDF Scheduling

We implement EDF scheduling as described in Sec-
tion IV-B. Each source node stamps a TTL of500ms on its
outgoing packets. At each hop this TTL is decremented by
the amount of time spent by the packet in the queue before
transmission. This TTL is used directly as the packet priority
for DWOP, while it is mapped to 6 discrete priority levels for
Siren and PMAC.

We report the distribution of the average per-flow delay for
15 runs with10 flows each in Figure 4 (A). Figure 4 (B) shows
the fraction of the runs for each MAC in which the average
per-flow delay is less than the EDF deadline of500ms. Siren is
able to maintain a delay less than the desired TTL for80% of
the runs, while in the case of DWOP and PMAC, only30% and
15% of the runs fulfil the EDF deadline. The poor performance
of DWOP is due to inconsistent cache information causing
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Fig. 4. (A) shows the distribution of delays in the EDF scheduling experiement. (B) shows the fraction of runs which have average per-flow delay to be
less than the EDF deadline of 500ms. (C) shows the aggregate throughput of all such runs for each MAC.

frequent deadlocks. This problem comes up quite frequently
on our testbed due to long, lossy links common in wireless
networks. One such problem scenario is illustrated in Figure 5.
Such a scenario causes large delays for the affected flows.

Siren does not suffer from the same problem in the presence
of lossy channel. This is because HOL priorities are advertised
through beacons which are short packets, and hence do not
incur high loss rate. In addition, it is not necessary for a node
to receive the beacon fully and correctly to determine that a
neighbor has a high priority packet pending. As long as it
detects a busy channel, it will defer access.

We also run the same experiment with Siren with beacon
transmission power set the same as data transmission power,
denoted bySiren - Normal Power Beacons. Although this
seems to slightly reduce the average per-flow delay compared
to Siren with high power beacons, the aggregate throughput
per run is also reduced. This is because the normal power
beacons cannot preserve priority across two hops, causing
hidden terminal collisions, reducing the throughput at the
destination.

Fig. 5. Above figure illustrates the DWOP problem in lossy networks. Flows
33 → 32 → 31 and7 → 8 → 14 are real-time flows from one of the runs
in the EDF scheduling experiment. Node 3 is the source of a flowwhich
was observed to be starved. We monitored node 3 and found thatit was
continuously deferring its own transmission due to perceived high priority
packets in its neighborhood. The figure on the right represents the normalized
fraction of time spent in deferring attributed to the constituent flow segments.
About 75% of the time 3 defers due to the RTS heard from node 32 (32→ 31)
or the CTS heard from 32 (33→ 32). This is not because the flow33→ 31
is a high rate flow (the flow rate is set at 3Kbps), but because the RTS/CTS
packets from 32 experience an 80% loss at node 3. The consequent data packet
signaling the end of the transmission is always lost due to data packet size
being considerably larger than the RTS/CTS size, leaving 3 deadlocked. The
priority information from neighbor node 8 reaches 3 withoutmuch problem
since the loss rate from 8 to 3 is 5%.

C. Static Priority Scheduling

We consider an environment where two classes of appli-
cations coexist – high priority (HP) and low priority (LP).
Our fairness policy is to allow the HP flows access to the
channel as much as possible, deferring access to LP flows.
This is achieved by setting the priority of all HP flows to be
higher (set to 2) than that of all the LP flows (set to 3). Our
experiment consists of5 HP flows which transmit at a constant
bit rate of 3 Kbps, while5 LP flows transmit at a constant
bit rate of 5 Kbps. The sources and destinations of these10
flows are selected randomly. This experiment is repeated15
times with different (source, destination) pairs. We report the
throughput of each class normalized with the source sending
rate in Figures 6 (A) and 6 (B).

Figure 6 (A) shows that both DWOP and Siren are able
to provide full access to HP flows with DWOP performing
somewhat better. However, DWOP does this at the expense of
throughput for LP flows. From Figure 6 (B) we can see that LP
flows in DWOP get about 50% of the throughput achieved in
Siren. This is again due to the inconsistent cache information
caused by lossy links in our testbed. Note that for DWOP, the
HP flows do not affect each other, since they are all set to
the same priority level (2), hence HP flows do not get into
deadlock due to each other. However, LP get deadlocked if
there is a high priority flow within two-hops. Figure 6 (C)
shows the fraction of LP flows in all the runs that get starved
(0 throughput).

D. Proportional Fairness in Multi-hop Networks

We now look at proportional fairness in multi-hop networks
using the cross-layer optimization framework described in
Section IV-C. The optimization framework consisted of three
components, source rate control, per-flow queuing and MAC
scheduling. Instead of directly comparing the performanceof
the framework under each of DWOP, Siren and PMAC, we
take the approach of incremental performance evaluation of
each component.

We start with the baseline, which is a framework without
any congestion control or scheduling. We select 8 sources
randomly which transmit packets as fast as possible toward
8 randomly selected destinations. We refer to this asCSMA-
DATA/ACK-Full-Rate. We then add the source rate control
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Fig. 6. (A) and (B) show the normalized per-flow throughput ofhigh and low priority flows respectively, in increasing order. Throughput is normalized w.r.t
source sending rate (3Kbps for high priority and 5Kbps for low priority). (C) shows the fraction of low priority flows getting starved (0 throughput).

and per-flow queuing components to the framework, but leave
out the MAC scheduling component. We refer to this result
as CLO-CSMA-XX– the suffix XX denoting whether the
underlying MAC uses RTS/CTS or just DATA/ACK. Finally,
we test the full framework under Siren, DWOP and PMAC,
denoted respectively asCLO-Siren, CLO-DWOP, and CLO-
PMAC. The performance metric we report is the aggregate
utility (

∑
log(x)), wherex is the throughput obtained by a

flow. We report the distribution of the aggregate utility in
Figure 7.

Note that a low value of the aggregate utility indicates severe
starvation for some flows, although the aggregate throughput
may be high as seen in Figure 8. The main causes of flow
starvation in conventional wireless networks are the inherent
MAC-layer unfairness observed in CSMA-based MAC proto-
cols [24] and the lack of effective congestion control which
causes queue overflows at intermediate nodes [16], [29]. Both
these factors cause the low aggregate utility in the case of
(CSMA-DATA-ACK-Full Rate). By adding source rate control
and per-flow queuing the starvation due to queue overflows
is mitigated to some extent, as can be seen in the case of
CLO-CSMA-DATA/ACKandCLO-CSMA-RTS/CTS. The large
improvement seen inCLO-CSMA-RTS/CTSindicates that a
significant factor of the flow starvation is due to hidden
terminal scenarios on our testbed. The disappointingly low
utility in CLO-PMAC compared toCLO-CSMA-RTS/CTSis
due to the vulnerability of PMAC to hidden terminals.

Finally CLO-Siren and CLO-DWOP both show the max-
imum value of the aggregate utility among all the tested
cases. This shows that even after congestion control and per-
flow queuing, there is still exists some scope of improvement
by tuning the MAC scheduling component. It is interesting
that both Siren and DWOP provide more or less equivalent
performance for the proportional fairness framework.

E. Proportional Rate Allocation

We test the efficiency of Siren in approximating the rate
allocation by running the following test. We pick 4 and 6
nodes of our testbed in sequence in such a way that they
are all within radio range of each other. These nodes then
transmit packets to a common sink node by the proportional
rate allocation algorithm described in IV-A. The sink node
records the ratio of the throughputs obtained from each node
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Fig. 7. Distribution of aggregate utility
P
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Fig. 8. Comparison of per-flow throughput of baseline CSMA with CLO-
Siren for one specific run. Note that CSMA’s aggregate throughput is higher,
but CLO-Siren gets better utility since no flow is starved.

which we report in Figure 9. We use Siren with 6 priority
levels for this experiment.

Fig. 9. Proportional rate allocations for DWOP and Siren compared with
the ideal rate allocations for 4 and 6 sources.

DWOP represents the faithful implementation of our rate
allocation algorithm, since it is not constrained by number
of priority levels. As a result, its rate allocation is closest
to the desired ratios. Siren with just 6 priority levels shows
performance close to that of DWOP.
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VII. R ELATED WORK

Substantial research exists on the individual components
of a fairness control framework i.e. fairness policy, PR, and
medium access. However we will focus only on the PR
scheme in this section. Priority resolution has been achieved
in the MAC layer by various means. Broadly, they can be
classified into two approaches – beacon based [26], [5], [30]
or backoff based [6], [18]. This bifurcation can be traced back
to the original two competing standards for the wireless MAC
– 802.11/802.11e [6], which uses a differentiated backoff
stratergy, and HIPERLAN/1 [5] which uses beacons.

Vaidya et al. propose a PR scheme, BTPS [30] (Busy Tone
Priority Scheduling) supporting two priority levels. In this
scheme, nodes are required to listen on three channels during
idle periods – a data channel and two narrow-band busy-
tone channels. A node with a backlogged high priority packet
transmits a busy tone signal (BT1) everyM slots. Neighbors
that hear BT1 will forward this signal to the node’s two-
hop neighbors on a different band (BT2). The node’s two-hop
neighbors with backlogged low priority data that hear BT2 will
defer their transmissions. This ensures the transmission of high
priority packets. BTPS solves the hidden terminal problem
effectively, but requires nodes to listen on multiple channels
during idle periods. It is also constrained to two priority levels.

Kanodia et al. propose a dynamic PR algorithm for multihop
wireless networks [18]. In this scheme, nodes piggyback the
priority of their head of line (HOL) packet in RTS/CTS
packets. By overhearing such RTS/CTS packets, nodes become
aware of the HOL priorities of the nodes in their neighborhood
and use this information to calculate the 802.11 backoffs with
which they should access the channel. DWOP [19] is similar
to the above scheme, except that it is stricter in its enforcement
of packet priorities – nodes are not allowed to send an RTS
unless the maximum priority level in their cache corresponds
to their HOL packet. Since both schemes rely on overheard
information, their performance degrades in lossy channels.

VIII. C ONCLUSION

We take a fresh look at the existing wireless MAC archi-
tecture for QoS support and propose new design guidelines to
ensure greater flexibility and efficiency. We then propose Siren,
a new MAC protocol which fulfils these guidelines and then
implement it on a conventional CSMA-based wireless radio.
We also propose and implement several different fairness
policies on top of Siren demonstrating its effectiveness and
flexibility.
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