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Abstract—Numerous papers get published all the time. How-
ever, some papers are born to be well-cited while others are
not. In this work, we revisit the important problem of citation
prediction, by focusing on the important yet realistic prediction
on the average number of citations a paper will attract per year.
The task is nonetheless challenging because many correlated
factors underlie the potential impact of a paper, such as the
prestige of its authors, the authority of its publishing venue,
and the significance of the problems/techniques/applications it
studies. To jointly model these factors, we propose to construct
a heterogeneous publication network of nodes including papers,
authors, venues, and terms. Moreover, we devise a novel hetero-
geneous graph neural network (HGN) to jointly embed all types
of nodes and links, towards the modeling of research impact
and its propagation. Beyond graph heterogeneity, we find it
also important to consider the latent research domains, because
the same nodes can have different impacts within different
communities. Therefore, we further devise a novel cluster-aware
(CA) module, which models all nodes and their interactions
under the proper contexts of research domains. Finally, to exploit
the information-rich texts associated with papers, we devise a
novel text-enhancing (TE) module for automatic quality term
mining. With the real-world publication data of DBLP, we
construct three different networks and conduct comprehensive
experiments to evaluate our proposed CATE-HGN framework,
against various state-of-the-art models. Rich quantitative results
and qualitative case studies demonstrate the superiority of CATE-
HGN in citation prediction on publication networks, and indicate
its general advantages in various relevant downstream tasks on
text-rich heterogeneous networks.

Index Terms—conditional network embedding, hierarchical
network embedding, generative adversarial networks

I. INTRODUCTION

420K newly published papers have been recorded in DBLP
in 20201, and more than 1M papers are poured into the
PubMed database each year2. With such ever-growing volume
of scientific publications, researchers are overwhelmed to pick
out the potentially impactful papers to read, reviewers struggle
to find the likely significant papers to publish, and even
the authors misestimate which of their own papers can fly.
However, some papers are born to be impactful (i.e., well-
cited), while others are not. Is there any pattern underlying
the citations of papers, and can we predict, e.g., the average

1https://dblp.org/xml/, https://dblp.org/statistics/publicationsperyear.html
2https://www.nature.com/articles/nj7612-457a

number of citations a paper can get each year, upon or even
before its publication?

Although whether a paper will be highly cited largely
depends on the importance of the research problem itself as
well as the novelty and thoroughness of the solution, these
factors are often reflected by the authors’ experience and
venues’ reputation towards specific topics. Based on such
insight, existing research on citation prediction has achieve
the consensus on the modeling of authors, venues as well as
textual contents of papers. However, in terms of methods, they
heavily rely on manual feature engineering, by constructing a
list of features for each paper such as number of publications
of authors and venues, publication type, author’s h-index,
venue’s impact. Then they brutally apply predictive models
like linear regression and classification trees [1], [2], [3], [4].
Besides the time-consuming feature designing process and
separation from predictive model training, features constructed
in such ways are neither systematic nor comprehensive re-
garding the capturing of certain factors hidden in the complex
interactions among papers, authors, venues, etc., and many
of the designed features are not universally available across
different datasets.

Motivated by the recent success of heterogeneous network
representation learning [5], [6], in this work, we aim to revisit
the important yet challenging problem of citation prediction
and develop a framework that is effort-less in data preprocess-
ing yet powerful in capturing the possibly complex interactions
among papers, authors, venues and textual contents. First,
we leverage the ubiquitous data structure of heterogeneous
networks [7] to jointly model different types of nodes and
their interaction links upon data availability with minimum
data preprocessing3. Furthermore, we leverage graph neural
networks (GNN) [9], [10], [11] for citation prediction, to
free human labors from exhaustive feature engineering by
automatically learning the features and predicting the citations
in an end-to-end fashion.

Unfortunately, existing GNNs on heterogeneous networks
cannot properly handle our citation prediction problem, be-
cause they mainly focus on the embedding of certain types of

3To fairly compare with existing models which cannot automatically mine
important terms from textual contents, we follow [8] to also extract papers’
keywords, but even this process is not needed for our proposed framework.



target nodes (e.g., authors), and only use the other nodes as
contexts to construct different message propagation channels
[12], [13], [14], [15], [16], [17], [18]. For citation prediction,
however, it is critical to not only model the research impact
of papers, but also that of authors, venues, and terms. Inspired
by RankClus [19], we design a novel heterogeneous graph
neural network (HGN) to iteratively estimate the research
impacts between target and context nodes based on their
complex interactions regarding different types of links through
one-space semi-supervised node representation learning (Sec
III-C).

Our HGN effectively estimates the general research impact
of all types of nodes in the heterogeneous publication network,
but in reality, each node might only be impactful (thus attract
citations) in a certain research domain or community. To
this end, we devise a novel cluster-aware module (CA) to
jointly infer the latent research communities and domain-
specific impacts of all nodes. The idea is to iteratively learn
a node clustering assignment through self-training [20], [21],
while predicting citations only in the masked domain-specific
embedding spaces. To enhance clustering quality, we further
add two regularizers for cross-layer cluster consistency and
cross-cluster embedding disparity (Sec III-D).

Although we extract terms from keywords of papers to
allow general heterogeneous GNNs to get direct access to the
textual contents of papers, terms are different from authors and
venues as they are often not directly available and accurate.
To this end, we design a novel term-enhancing module (TE) to
automatically mine quality terms from the raw textual contents
of papers. Since keywords have varying quality, we leverage
a pre-trained BERT language model [22] to bootstrap seman-
tically relevant terms from the weak supervision of simple
research domain names, and use TF-IDF [23] to reconstruct
the paper-term links. We seamlessly integrate the TE and CA
modules through term-enhanced clustering initialization and
cluster-enhanced adaptive term mining (Sec III-E).

Through extensive experiments on three heterogeneous
publication networks constructed from the DBLP data1, we
comprehensively evaluate the performance of our CATE-HGN
framework and each of its novel components on the citation
prediction task. Rich quantitative results and qualitative case
studies demonstrate the superiority of CATE-HGN over vari-
ous traditional citation prediction methods and state-of-the-art
heterogeneous GNNs (Sec IV).

II. PROBLEM STATEMENT

We aim to predict the impact of research papers regarding
how many citations they will get after being published. Since
it is unrealistic to predict the exact number of citations and
such numbers can constantly change over time, we simplify
the problem into static regression by focusing on the average
number of citations per year. We will discuss the possibility of
future works on dynamic citation prediction in Section III-G.

Below we formulate the unique challenges of citation pre-
diction.

1) The impact of research papers can depend on the prestige
of authors, authority of publishing venues, and the sig-
nificance of studied problems/techniques/applications (de-
scribed by textual terms such as keywords). Unfortunately,
none of such information is directly available.

2) Beyond the heterogeneous factors, each author/venue/term
might be impactful only in certain domains, but again, such
clustering of domains is also unknown.

3) In reality, while authors and venues are explicitly specified
for papers, terms are not always available or accurate,
which prevents direct analysis towards the actual problems,
techniques or applications studied in the papers.

4) The above factors can interact in complex ways, so none
of them should be considered in isolation.

III. CATE-HGN

A. Preliminaries

Definition 3.1: A heterogeneous network [7] is a network
G = {V, E} with multiple types of objects and links. Within G,
V is the set of objects, where each object v ∈ V is associated
with an object type φ(v), and E is the set of links, where each
link e ∈ E is associated with a link type ψ(e).

Heterogeneous networks have been widely used to model
real-world multi-typed multi-relational nodes. Since we want
to explicitly model the impact of different nodes on citations,
it is natural for us to resort to this powerful and general data
model. Figure 1 (a) shows the schema of the heterogeneous
publication network we construct and model in this work. As
we can see, in our schema, there is a single type of link
between each pair of nodes, which means the node types on
both ends uniquely determine the link type. This can simplify
the presentation of our model, but the model is not restricted to
such a setting. Moreover, beyond Definition 3.1, we also model
the link weights in G using a tabular function ω ∈ E → R,
where ω(e) is the link weight of e. We consider the two
directions of each link as two different types, except for the
citing links between papers, so as to avoid label leakage.

Graph neural networks: One of the most phenomenal works
on graph neural network (GNN) is the original graph convo-
lutional networks (GCN) [9]. To recapitulate its main design,
we repeat the typical output of the (l + 1)-th convolutional
layer H(l+1) of GCN as follows

H(l+1) = σ
(
D̃−

1
2 ÃD̃−

1
2H(l)W(l)

)
, (1)

where Ã is the adjacency matrix with self-connections of the
whole graph with N nodes, D̃ii =

∑
j Ãij , W(l) is the

trainable layer-wise weight matrix, and σ(·) is a nonlinear
activation function such as ReLU. H(l) ∈ RN×Dl is the output
of the l-th layer, with H(0) = X, i.e., the original node
features. Most GNNs on heterogeneous networks are based
on GCN, where different link-type-aware and meta-path-aware
propagation channels (e.g., with exclusive weight matrices or
other embedding transformation/aggregation functions) have
been incorporated into Eq. (1) to enable semantic-aware con-
volutions.



Fig. 1. The schema and toy example of real-world heterogeneous publication network.

Fig. 2. The overall architecture of CATE-HGN.

B. Framework Overview

In this paper, we propose a novel framework called CATE-
HGN for citation prediction on text-rich heterogeneous publi-
cation networks, which consists of three modules of HGN, CA
and TE, as summarized in Figure 2. A novel one-space hetero-
geneous graph network (HGN) is designed to jointly embed
heterogeneous nodes and links in a single space with compo-
sition operations (Section III-C.1); the HGN is then optimized
in a semi-supervised fashion with an explicit unsupervised
loss based on cross-type mutual information maximization to
align and smooth the embedding space (Section III-C.2) and
is equipped with three-way attentions for type-aware selective
neighbor aggregation (Section III-C.3). A cluster-aware (CA)
module is proposed to be iteratively trained with HGN for
research domain discovery, and a text-enhancing (TE) module
is devised to adaptively update the set of quality terms based
on the output of HGN during the training of HGN and CA.

C. One-Space Heterogeneous Graph Network

Figure 1 (b) gives an example of the heterogeneous network
constructed from real-world publication data. As formulated in
Section II, we use the citation numbers of papers published
before a certain year as the ground-truth, and the task is to
predict the citation numbers of the papers published later.
By definition, this is a graph-based semi-supervised learning
problem [24], [25], which can be solved via jointly optimizing
a supervised loss and an unsupervised loss as follows

Lhgn = Lsup + λLunsup. (2)

Recently, many GNNs have been designed for such graph-
based semi-supervised learning tasks [9], [10], [11]. However,

most existing GNNs on heterogeneous networks focus on the
representation learning of one particular type of nodes (i.e.,
target nodes) and only use the other types of nodes (i.e.,
context nodes) to model the semantically different interactions
among the target nodes [12], [13], [14], [15], [16], [17]. In our
setting of citation prediction, it is important to also accurately
embed the context nodes in the same space of target nodes,
so as to jointly model their individual impacts towards paper
citations (e.g., the prestige of authors, the authority of venues).

1) Joint node and link embedding with compositions:
Inspired by the idea of iteratively estimating the importance
of target and context nodes in heterogeneous networks from
RankClus [19], [8], we design a novel HGN to propagate
the impact estimation step-by-step among all types of nodes
according to different types of direct links. In other words,
starting from the labeled papers like Graphs over time in
Figure 1 (b), we do not use different meta-paths like paper-
author-paper or paper-venue-paper to directly infer the citation
of unlabeled papers like node2vec; instead, we firstly infer
the impact of its direct neighbors, i.e., the prestige of authors
like Jure Leskovec, and the authority of venues like KDD,
and then iteratively infer the impact of node2vec and so on.

The need of jointly embedding all nodes of different types
in the same space while accounting for different types of links
closely resembles that of knowledge graph embedding (KGE)
[26], [27], [28]. To leverage the power of GNNs in a KGE
setting while addressing the well-known over-parameterization
problem in models like R-GCN [12], we borrow the ideas of
entity-relation composition [26], [29]. Particularly, we rewrite
the convolution function in Eq. (1) as

h(l+1)
v = σ

( ∑
(u,e)∈N (v)

W(l)
a

(
ϕ(l)(h(l)

u ,h
(l)
e )� h(l)

v

))
, (3)

where N (v) is the set of direct neighbors of node v and the
connecting link; h

(l)
u and h

(l)
e are the node embedding of u

and edge embedding of e in the l-th HGN layer, respectively.
ϕ(l) : Rdl×Rdl → Rdl is a composition operation, which can
be simple non-parameterized operations such as subtraction
[26], multiplication [27] and circular-correlation [28]; � is
the vector concatenation operation; W(l)

a ∈ Rdl+1×2dl is the
learnable node embedding transformation matrix shared across
all types of links in the l-th HGN layer. Similarly to the node
embedding transformation in Eq. (3), for all links, we have

h(l+1)
e = W

(l)
b h(l)

e , (4)



where W
(l)
b ∈ Rdl+1×dl is the learnable link embedding

transformation matrix. The sharing of composition operation
ϕ and embedding transformation matrices Wa,Wb leads to
effective reduction of learnable parameters compared with R-
GCN [12], while the joint embedding of nodes and links still
allows the HGN to distinguish different types of nodes and
links through the integration of the following type-aware node
and link encoders

h(0)
v = σ

(
W0

φ(v)xv + b
(0)
φ(v)

)
,

h(0)
e = σ

(
W0

ψ(e)xe + b
(0)
ψ(e)

)
, (5)

where xv and xe are the node features of v and link features
of e, respectively. In our setting, we use aggregated pre-trained
word embeddings as the node features, and randomly generate
one feature vector to share across all links of each type.

To fully leverage the ground-truth citation numbers of
labeled papers (average by year), we design our supervised
loss on all HGN layers over the set of labeled papers Y ⊂ V
as follows

Lsup =

L∑
l=1

∑
v∈Y
||yv − ŷ(l)

v ||2, with ŷ(l)
v = W(l)

y h(l)
v + b(l)

y .

(6)

We theoretically analyze the ability of HGN to approximate
the message passing functions of any heterogeneous higher-
order meta-paths in Theorem 3.1. Our proof follows the
Theorem 2.1 in [30] and is detailed in the Appendix.

Theorem 3.1 (Modeling meta-paths with a composition of
R Functions): For a heterogeneous network G defined in
Definition 3.1 with R types of relations, we assume there is an
oracle function Ô that takes in a target node v’s meta-paths
information Mv ∈ Rd on G, and outputs the v’s ground-
truth label yv ∈ Rd. When Mv is absolutely continuous with
respect to the Lebesgue measure, for any given approximation
error ε and R functions {Fr|r ∈ [R]}, there exists a compo-
sition function Comp(·|{Fr|r ∈ [R]}) : Rd → Rd, which is
viewed as the gradient function of an FNN u(·) : Rd → R
with ReLU activation, of depth L = [log2 n] and width
N = 2L, where n = O( 1

εd
). For the 1-Wasserstein distance

measurement W1(·, ·), we have

EMv∼H [W1(Ô(Mv), Comp(Mv|{Fr|r ∈ [R]})] < ε.

2) Embedding alignment with cross-type mutual informa-
tion maximization: Under the supervision of labeled papers
with citation classes, the HGN embeddings of target nodes
(i.e., papers) can directly capture the research impacts of
papers. However, unlike semi-supervised learning on homo-
geneous networks, the cross-type embedding transformations
with Wa and Wb may project the context nodes (i.e., au-
thors, venues, terms) into arbitrary locations in the embedding
spaces, which are never directly supervised by citation labels
and may not directly reflect the impact of their connected
research papers as we care about. Moreover, the smoothness
of embeddings on heterogeneous networks is not necessarily

guaranteed due to the arbitrary learnable transformations, lead-
ing to large parameter variances that compromise stable model
inference. To alleviate this limitation, we get inspired from
recent research on deep mutual information (MI) maximiza-
tion [31], we propose to properly regularize the embedding
transformations in our HGN by maximizing the MI between
each convolution layer.

In our setting, let h(l)
N (v) denote the l-th layer embeddings

of the set of heterogeneous neighbors of v, which is the input
of the (l + 1)-th HGN layer at node v; h(l+1)

v is the output.
Following [31], the MI between h

(l+1)
v and h

(l)
N (v) can be

defined as

I(h(l+1)
v ;h

(l)
N (v)) =

∫
H(l+1)

∫
H(l)

p(h(l+1)
v ,h

(l)
N (v))

log
p(h

(l+1)
v ,h

(l)
N (v))

p(h
(l+1)
v )p(h

(l)
N (v))

dh(l+1)
v dh

(l)
N (v), (7)

where p(h(l+1)) denotes the empirical probability distributions
of node embeddings, and p(h

(l+1)
v ,h

(l)
N (v)) the joint distribu-

tion.
In our HGN setting, Eq. (7) is not directly optimizable,

due to the variable types, orders and sizes of heterogeneous
neighbors in N (v). Fortunately, we find the existing theory on
MI decomposition [32] easily extensible to our setting, which
allows us to decompose Eq. 7 as follows

I(h(l+1)
v ;h

(l)
N (v)) =

T∑
t=1

∑
(u,e)∈Nt(v)

ω(e)I(h(l+1)
v ;h(l)

u ), (8)

where ω(e) is the link weight of e.
Eq. (8) allows us to maximize I(h

(l+1)
v ;h

(l)
N (v)) according

to the individual direct links of different types on the heteroge-
neous network, which enhances the correlations of embeddings
between target and context nodes towards the encoding of re-
search impact regarding paper citations. However, it still does
not explicitly guarantee the smoothness of node embeddings
across different types, i.e., the embeddings of neighboring
nodes on the heterogeneous network are correlated but can
still be far away due to the embedding transformations. To
alleviate this, we parameterize the link weights in Eq. (8)
with neighboring node embeddings and explicitly enforces the
learnable link weights to be close to the real link weights.
Specifically, we rewrite Eq. (8) as follows

I(h(l+1)
v ;h

(l)
N (v)) =

T∑
t=1

∑
(u,e)∈Nt(v)

ω̂(e)I(h(l+1)
v ;h(l)

u )

+ I(ω̂(e);ω(e)),

with ω̂(e) = sigmoid((h(l+1)
v )Th(l)

u ). (9)

As we focus more on maximizing MI instead of obtaining its
specific value, we employ the Jensen-Shannon MI estimator



(JSD) [33] to maximize the first term in Eq. (9), which is
parameterized as follows

I(h(l+1)
v ;h(l)

u ) =− sp(−D(h(l+1)
v ,h(l)

u ))

− E[sp(−D(h(l+1)
v ,h

(l)
u′ ))],

with D(xi,xj) = σ(xTi Wdxj), (10)

where u′ is a negative sample from P̃ = P, and sp(x) =
log(1 + exp(x)) is the soft-plus function. For the second term
in Eq. (9), since both ω̂(e) and ω(e) are one-dim scalars, we
replace the MI with a negative L2 loss, since minimizing the
L2 loss contributes to maximizing the MI. Specifically, we
have

I(ω̂(e);ω(e)) = −(ω̂(e)− ω(e))2. (11)

Finally, we define our unsupervised MI loss across all HGN
layers over all nodes and links of different types as follows

Lunsup = −
L−1∑
l=1

∑
v

I(h(l+1)
v ;h

(l)
N (v)). (12)

3) Important node and link selection with three-way atten-
tions: For a research paper and its particular list of authors,
some authors may contribute more to its attraction of citations
while others contribute less; moreover, the importance of
authors, venues and terms may contribute differently across
different research papers.

Motivated by the wide success of attention mechanisms
in GNNs [11], we further apply node-wise and link-wise
attentions, which are used to enable learnable selections to-
wards important nodes within each type of neighbors and
across different types of neighbors within each layer of our
HGN. Specifically, the node-wise and link-wise attentions are
implemented as

h(l+1)
v = σ

( T∑
t=1

α
(l)
b

∑
(u,e)∈Nt(v)

α
(l)
t W(l)

a ϕ(l)(h(l)
u ,h

(l)
e )
)
,

(13)

where t denotes the node type, and Nt is the set of neighbors
of node type t.

In our setting, we assume a single type of link between
two specific nodes, while the framework trivially generalizes
to multi-typed links between the same two nodes. αt is the
node-wise attention weight among neighbors of the same node
type t, which is computed as

αt(v, e, u) =
exp
(
τ
(
aTt [hv � he � hu]

))
∑

(u′,e′)∈Nt(v) exp
(
τ
(
aTt [hv � he′ � hu′ ]

)) ,
(14)

where at ∈ R3d is the learnable node-wise attention param-
eter; following [11], τ is a LeakyReLU activation function
and � is the vector concatenation operation. Similarly, αb in

Eq. (13) is the link-wise attention weight across neighbors of
different node types, which is computed as

αb(v, t, n) =
exp
(
τ
(
aTb [hv � hevt � hnvt]

))
∑T
t′=1 exp

(
τ
(
aTb [hv � hevt′ � hnvt′ ]

)) ,
(15)

where at ∈ R3d is the learnable link-wise attention parameter;
since we assume a single type of link between two specific
nodes, v and t together determine the type of link between
them, and thus hevt can be replaced by the edge embedding
he accordingly; hnvt =

∑
(u,e)∈Nt(v) α

(l)
t W

(l)
a ϕ(l)(h

(l)
u ,h

(l)
e )

is the aggregated embedding of v’s neighbors of type t. In
both Eq. (14) and (15), we omit the layer superscripts (l) for
simplicity. Following [11], we also use multi-head attentions to
further improve the representation power and stability of both
node-wise and link-wise attentions, with numbers of heads as
Da and Db, respectively.

D. Cluster-Aware Module

Our one-space HGN enables the embedding of all types
of nodes and links in the heterogeneous network into the
same space. However, as exemplified in Figure 3 (a), research
impacts are often specific to research domains or commu-
nities, i.e., a prestigious researcher may be more impactful
in a particular domain (e.g., Jiawei Han more impactful
in data mining instead of machine learning), so as some
venues/terms are only popular in certain domains but not
the others. Thus, failure to capture the research domains or
communities underlying different types of nodes can lead the
lack of power in fine-grained modeling of research impacts.

To mitigate this limitation, we aim to jointly model the
latent research domains and the impacts of all nodes. However,
the task is non-trivial, mainly due to the lack of labeled data
for research domains– aside from some best-known papers,
authors, venues and terms, we hardly know the ground-truth
domains of most other nodes, which makes the modeling of
research domains essentially an unsupervised graph clustering
(community detection) problem. To this end, we design a
novel cluster-aware module on top of our HGN, which consists
of self-training clustering, masked-embedding prediction, and
cluster consistency-disparity regularizers.

1) Self-training clustering: Inspired by [21], we jointly
learn node embedding and clustering through iterative training
of HGN and CA, which only requires a single hyper-parameter
K, i.e., the number of clusters. Specifically, at each HGN layer
l, we randomly initialize K trainable cluster centers {ξ(l)

k }Kk=1,
where ξ(l)

k ∈ Rdl . Then we compute a soft clustering assign-
ment Q(l) as follows

q
(l)
vk =

(1 + ||h(l)
v − ξ(l)

k ||2)−1∑
k′(1 + ||h(l)

v − ξ(l)
l′ ||2)−1

, (16)

where q
(l)
vk is the probability of assigning node v to cluster

k based on the distance between h
(l)
v and ξ

(l)
k . Since our

HGN projects all types of nodes into the same embedding



Fig. 3. Motivating real-world toy examples towards the CA and TE modules.

space, the soft clustering can be done across all nodes in the
heterogeneous network.

The idea of self-training is to make the model learn from
the more confident results of itself [20]. Following [21], we
use the auxiliary distribution P(l) defined as follows

p
(l)
vk =

(q
(l)
vk )2/f

(l)
k∑

k′(q
(l)
vk′)

2/f
(l)
k′

, (17)

where f
(l)
k =

∑
v q

(l)
vk is the total number of nodes softly

assigned to cluster k. Raising Q(l) to the second power and
then dividing by the frequency per cluster allows the auxil-
iary distribution P(l) to improve cluster purity and highlight
confident assignments. Subsequently, the KL divergence is
computed between Q(l) and P(l) to improve both H(l) and
{ξ(l)
k }Kk=1 through self-training as follows

Lst =
∑
l

KL(P(l)||Q(l)) =
∑
l

∑
v

∑
k

p
(l)
vk log

p
(l)
vk

q
(l)
vk

. (18)

2) Masked-embedding prediction: In our setting, node clus-
tering is not the purpose, but a means to improve the modeling
of research impacts over all nodes in the heterogeneous
network. Recall the example in Figure 3 (a) about our insight:
the impact of a node should be modeled within the proper
contexts of research domains or communities. Therefore, we
design a novel cluster-aware masking operation to the HGN
node embeddings at each layer l before computing the loss
in Eq. (2). Specifically, we randomly initiate K trainable
embedding masks {π̂(l)

k }Kk=1, where π̂
(l)
k = σ(π

(l)
k ) ∈ Rdl+ .

Then we replace all HGN embedding h
(l)
v in Eq. (2) with the

masked HGN embedding ĥ
(l)
v computed as

ĥ(l)
v =

K∑
k=1

q
(l)
vkh

(l)
v ⊗ π̂

(l)
k , (19)

where q
(l)
vk is the soft clustering assignment we compute in

Eq. (16) and ⊗ is the element-wise multiplication operation.
3) Cluster consistency/disparity regularizers: To further

enhance the quality of self-training clustering, we design
two regularizers for the consistency of clustering assignments
across different HGN layers, and the disparity among different
clusters in all HGN layers. Specifically, we improve cluster
consistency by minimizing the KL divergence between the

soft clustering assignment Q(l) between all consecutive HGN
layers as follows

Lcon =

L−1∑
l=1

KL(Q(l)||Q(l+1)) =

L−1∑
l=1

∑
v

∑
k

q
(l)
vk log

q
(l)
vk

q
(l+1)
vk

.

(20)

In parallel, we improve cluster disparity by minimizing the
negative L2 loss between all pairs of cluster centers with

Ldis = −
L∑
l=1

K∑
k=1

K∑
k′=1

||ξ(l)
k − ξ

(l)
k′ ||

2
2. (21)

Thus the total loss of our cluster-aware module is

Lca = λstLst + λconLcon + λdisLdis. (22)

E. Text-Enhancing Module

In the heterogeneous network of publication data, the nodes
of papers, authors, venues and their links can be directly
extracted from meta-data. Unlike them, terms are not always
specified for all papers, and their quality vary a lot even
when they are available. In our setting, quality terms are
rather important in the modeling of research impact, as they
can describe the problems, techniques, applications and other
factors studied in a research paper. Consider the example in
Figure 3 (b), the terms on the upper side might have better
qualities compared with the ones on the lower side, but there
exists no standard to measure the exact quality of terms and
all terms in Figure 3 (b) are commonly seen in the keyword
lists of research papers either manually specified by experts
or automatically extracted by machines. As such, the accurate
modeling of quality terms in our HGN is a challenging task:
without sufficient reliable supervision (i.e., large amounts of
ground-truth quality terms of research papers), how can we
define the quality of terms and model the research impact of
them towards citation prediction?
1) Quality terms should be semantically coherent. In each

research domain, there is a limited set of popular terms,
which are often mentioned together (e.g., terms like graph,
network, embedding and representation in the data
mining domain).

2) Quality terms should be statistically important. In order
to make a non-ignorable influence to the network model,
a quality term needs to be frequent within certain papers



or domains, while not too frequent across all others (e.g.,
terms like convolution and smoothness are important in
the machine learning domain, while resnet is too specific
and maximization is too general).

3) Quality terms should be citation indicative. In our setting,
quality terms are also likely to trigger high citations of the
papers that contain them.

We design a text-enhancing (TE) module with BERT, TF-
IDF and impact-based voting towards mining quality terms
based on the above heuristics. Due to the lack of sufficient
reliable labeled data of quality terms, we propose to start
from the weak supervision of research domain names like
data mining, machine learning, etc., which can be easily
specified. From there, we propose to leverage the pre-trained
BERT model [22] to bootstrap the initial set of semantically
coherent terms relevant to each domain based on the domain
names alone. Towards statistical importance and citation in-
dictiveness, we further connect each paper with the terms it
contains based on TF-IDF scoring [23], and design an impact-
based voting mechanism for the papers to vote for the terms
based on their research impacts. Finally, we train CA-HGN
with the TE module in iterations to adaptively refine the sets of
domain-specific quality terms while improving the embedding
and clustering over all types of nodes.

1) Cluster-oriented term initialization: Since keywords
have unreliable quality and are not always available, we
dynamically maintain the set of quality terms. To start with,
we manually construct a set of important research domain
names4, and leverage the pre-trained BERT masked language
model (MLM) to bootstrap the set of quality terms from
each domain name. Specifically, for each occurrence of a
domain name, we replace it with the [MASK] token, and
the BERT encoder will generate a contextualized embedding
vector z ∈ Rz for the masked tokens. The MLM can then
output a probability distribution over the entire vocabulary Ω
indicating the likelihood of a term u appearing at the masked
position as follows

p(u|z) = Softmax(Wt1σ(Wt2z + bt)), (23)

where Wt1 ∈ Rz×z , bt ∈ Rz , and Wt2 ∈ R|Ω|×z are the
pre-trained parameters in the MLM. We use a hard threshold
of κ (e.g., κ = 50 in our experiments) to get the initial set of
terms T 0

k for each domain k based on the domain name.
After applying the pre-trained BERT model, we use the

union of all sets of terms as the initial set of term nodes in
our heterogeneous network, and then we build weighted links
from papers to terms based on the classic TF-IDF scoring as
follows

∀(v, e, u) where φ(v) = paper and φ(u) = term:

ω(e) =
( f(u, v)∑

u′∈Ω f(u′, v)

)(
log
|{v ∈ V;φ(v) = paper}|

n(u)

)
,

(24)

4The research domain names we use simply include: data, learning, vision,
language, bio, robotics, network, system, security.

where f(u, v) is the raw count of term u appearing in paper v,
and n(u) is the number of papers that include term u. In this
way, the link weights directly reflect the statistical importance
of terms based on their distribution over the papers– terms that
are statistically important will have strong links with at least
some of the papers.

To seamlessly combine TE with the CA module, for all
term nodes, instead of randomly initializing the cluster cen-
ters {ξ(l)

k }k,l in CA-HGN, we initialize them as ξ
(l)
k =

1
|T 0

k |
∑
u∈T 0

k
h

(l)
u . In this way, we directly initialize the latent

clusters in CA as research domains in TE with semantic
guidance.

2) Adaptive term refinement: Like cluster modeling, term
mining is not our ultimate goal in this work. We propose
to adaptively refine the set of quality terms and model their
research impacts through an impact-based voting mechanism.
On top of the leverage of MLM and TF-IDF that guarantees
the semantic coherence and statistical importance, we further
consider the citation indicativeness of quality terms. Specif-
ically, we apply the predicative model in Eq. (6) and take
{ŷ(L)
u }φ(u)=paper at the last layer of our HGN, which gives the

current estimation of the model towards the term’s research
impact. Now that under the help of our HGN, we can estimate
the quality of a given (initial) set of potentially impactful
terms retrieved with MLM and connected to the heterogeneous
network with TF-IDF, we want the set of quality terms to be
able to adaptively improve with lower quality ones removed
and new higher quality ones inserted. To achieve this, we
leverage MLM and TF-IDF again through an impact-based
voting mechanism. After estimating the current sets of terms
{T tk}Kk=1, for each cluster k, we allow each term u ∈ T tk to
vote for its most semantically relevant terms based on the pre-
trained MLM. Same as for each research domain name, we
bootstrap the top κ terms T (u) from each term u based on
Eq. (23). Then each term u will vote for all κ terms in T (u)

with a weight of u’s estimated impact ŷ(L)
u . After gathering

all weights, we rank the union of all T (u)’s for u ∈ T tk
and apply hard thresholding again on it with |T (t)

k | to get the
new set of quality terms T t+1

k . Subsequently, we apply TF-
IDF in the same way as in term initialization to connect the
new set of quality terms to the heterogeneous network, and
further update the HGN to model their cluster membership
and research impact.

As a quick summary, unlike the CA module, the TE
module does not introduce additional losses, but is used to
initialize the term nodes and cluster centers of CA. Then
it is proceeded along the iterations between HGN and CA
to further refine the term nodes and paper-term link weights
which helps the clustering and embedding of all other nodes
in the heterogeneous publication network.

F. Training Algorithm

Algorithm 1 outlines the training procedures of CATE-
HGN. In Line 5, we apply neighborhood sampling as in-
troduced in [10], which allows the memory fingerprint of



Algorithm 1 CATE-HGN Training
Input: A heterogeneous graph G = {V, E , φ, ψ, ω}, partial
labels on some papers Y , hyper-parameters including: #
of embedding layers L, # of clusters K, top relevant term
threshold κ, batch size B, # of HGN mini-iterations I
Output: citation prediction Ŷ over all papers

1: Initialize the terms, paper-term weights and cluster centers
as in Sec III-E1

2: while not converge do
3: for i in 1 : I do
4: Sample B papers with labels in Y
5: Sample the 1-to-L-hop neighbors of the B papers

each with size S
6: Compute Lsup according to Eq. (6) and (19)
7: For all sampled neighborhoods, compute Lmi ac-

cording to Eq. (12) and Eq. (19)
8: Update all model parameters except for {ξ(l)

k } with
the gradients of Lhgn in Eq. (2)

9: end for
10: Compute and update {ξ(l)

k } with the gradients of Lca
in Eq. (22)

11: Update the terms and paper-term weights according to
Eqs. (23) and (24)

12: end while

HGN to be tractable on large-scale networks. In Lines 8
and 10, we update the cluster centers and all other model
parameters with mini-iterations, whose design resembles the
classic clustering algorithm of k-means; we find such iterative
training of HGN and CA can lead to better and more stable
results than jointly training without mini-iterations. In Lines 10
and 11, the order of updating cluster centers and quality terms
can be reversed, but we find updating the cluster centers before
quality terms can lead to faster convergence and better results,
probably because the embeddings of new quality terms can
severely disturb the cluster centers before being recomputed
through HGN with mini-iterations. For large-scale networks,
Lines 10 and 11 can also be done through sampled batches.
Standard grid-search can be applied to find the optimal hyper-
parameters, and our model is shown to be insensitive to most
hyper-parameters (e.g., in Figure 4). The output of Algorithm
1 is a trained CATE-HGN model which can be applied for the
citation prediction task.

Complexity analysis. As a main contribution of the HGN
module, we simplify existing heterogeneous GNNs with the
cheap operation of entity-relation composition borrowed from
KGE, and learn a single embedding transformation matrix to
share across all link types. In this way, our HGN can still
learn different projections for different types of link, while
being extremely parameter- and computation-efficient.

Specifically, HGN has a constant number of parameters
of O

(
Ld (d + Da + Db + K)

)
, where L is the number

of embedding layers (e.g., 1-4 in our experiments), d is the
embedding dimensions (e.g., a few hundred in all layers in

our experiments), Da and Db are numbers of attention heads
(e.g., both 10 in our experiments), K is the number of clusters
(e.g., 10 in our experiments). Since all node embeddings
are inductive (feature-based) and the number of link types
is fixed, this number of learnable parameters does not grow
with the graph size. Moreover, due to fixed-size neighborhood
sampling, the maximum memory cost of CATE-HGN is also a
constant number of O(BSLd+BLKd), where B is the batch
size, S is the neighborhood sample size, considering Line 10
to be done with batch size B as well. The memory cost of
Line 11, i.e., BERT inference, is not included, which grows
linearly with the size of vocabulary |Ω|.

As for time complexity, again since HGN simplifies various
existing heterogeneous GNNs, the computation of Line 3-
9 is much faster than most existing works. Lines 10 and
11 do incur additional computations, but they only need to
be done once in a while between the mini-batches of HGN
training. In particular, running Line 10 on one batch of
data does not take significantly more time than running one
iteration of Line 3-9, due to the similar time complexities of
O(BSLdK) and O(BSLd), respectively; the inference based
on pre-trained BERT MLM is also very efficient, and the
rest of the computations for term selection and paper-term
weighting has a complexity of O

(
κ(|Ω| + |Vp||vp|)

)
, where

κ is the cut-off of relevant terms (e.g., fixed to 100 in our
experiments), |Vp| is the total number of paper nodes, and
|vp| is the average length of papers regarding the number of
terms.

G. Insights and Discussions

Through the development and experiments of CATE-HGN,
we have learned the importance of powerful data models
(i.e., heterogeneous networks) and end-to-end deep learning
frameworks (i.e., GNNs) in the specific application domain of
citation prediction. Our innovative model designs, especially
regarding the joint discovery of latent research domains and
unknown quality terms, have shown strong practical impacts
in comparison with existing works that overlook such aspects.

As we have noticed recently, during the revision of this
work, several papers have been published on the topic of
applying GNNs for citation prediction [34], [35], [36], [37],
[38], which has in fact verified the motivation and significance
of our work. However, all of them have overlooked the latent
research domains and unknown quality terms as we find
important in this work, which have made their contributions
rather orthogonal to ours. Inspired by their temporal model
designs, we will also study the extension of CATE-HGN to
the prediction of dynamic citations, through specific modeling
of temporal factors such as the emergence of new nodes and
evolution of clusters.

IV. EXPERIMENTS

In this section, we use the real-world publication data
from DBLP1 to extensively evaluate our proposed CATE-HGN
framework. We aim to answer the following three research
questions.



• RQ1: What is the overall performance of CATE-HGN in
comparison with different sets of baselines?

• RQ2: What are the impacts of the novel technical designs
and some important hyper-parameters on CATE-HGN?

• RQ3: What interpretable results can be provided to further
analyze the effectiveness of CATE-HGN?

A. Experimental Settings

1) Datasets.:
1) DBLP-full: The heterogeneous publication network con-

structed from the full DBLP dump as of 2019 joined
with AMiner Citation V115, which includes all papers,
authors, and venues. The terms are words extracted
from the papers’ keyword attributes. We further exclude
all papers with missing attributes like authors, venue,
citation count, and citation list.

2) DBLP-single: To highlight the effectiveness of domain-
oriented clustering, we construct a heterogeneous publica-
tion network with papers only published in a list of data-
related venues (i.e., venues with “data” in the name)
and their direct neighbors.

3) DBLP-random: To highlight the success of quality term
mining, we construct a heterogeneous publication network
with randomly generated terms and paper-term links, based
on the per-paper term counts in the real data.

In all networks, we use papers published before 2014 for
training, papers published in 2014 for validation, and papers
published from 2015 to 2020 for testing. We use the setting
in Sec II to generate labels as the per year average numbers
of citations. We adopt the most widely used Root Mean
Square Error (RMSE) metric for regression to measure the
performance of compared algorithms.

Dataset # papers # authors # venues # terms # links
DBLP-full 2.7M 1.6M 4.6K 188K 79.5M
DBLP-single 59K 83K 80 19K 1.7M
DBLP-random 2.7M 1.6M 4.6K 188K 79.5M

TABLE I
STATISTICS OF THE FOUR DATASETS WE CONSTRUCT AND USE.

2) Compared algorithms.:
1) BERT [22]: We use the pre-trained BERT model and fine-

tune it with our citation prediction loss. This baseline
represents the state-of-the-art model that only uses the
textual contents of papers to predict citations.

2) GAT [11]: This baseline represents the state-of-the-art
model that only uses the graph topology of a homogeneous
network to predict citations.

3) CCP [2]: An older traditional citation prediction method
based on feature engineering. We implement 9 out of
10 features as described in the paper, except for the h-
index which is unavailable. We use CART [39] as the best
predictive model.

4) CPDF [1]: The state-of-the-art citation prediction method.
We implement 16 out of 17 features with CART as

5https://lfs.aminer.cn/misc/dblp.v11.zip

described in the paper, except for the paper length in pages
which is unavailable.

5) metapath2vec [40]: A popular unsupervised heteroge-
neous network embedding algorithm based on given meta-
paths. A three layer MLP with equal sizes is trained on
the output of metapath2vec to predict paper citations.

6) hin2vec [41]: The state-of-the-art unsupervised heteroge-
neous network embedding algorithm that does not rely
on given meta-paths. The same MLP as metapath2vec is
trained on its output.

7) R-GCN [12]: A popular GNN model designed for KGE
by computing exclusive transformation matrices for each
type of link.

8) HAN [15]: A popular heterogeneous GNN with node-level
and meta-path-level attentions.

9) HetGNN [16]: A recent heterogeneous GNN with random-
walk-based neighbor sampling and LSTM-based aggrega-
tion.

10) HGT [13]: A recent heterogeneous GNN with edge-type-
specific node attention and node-type-specific message
aggregation.

11) MAGNN [17]: One of the state-of-the-art heterogeneous
GNNs with intra-metapath and inter-metapath aggrega-
tions.

12) HGCN [14] : One of the state-of-the-art heterogeneous
GNNs that models the compatibility among different types
of links.

3) Parameter settings.: Our HGN includes several parame-
ters that are very common in other heterogeneous GNNs, and
our CA and TE modules include a few more. However, most
of them can be empirically set without much tuning, and we
study the impacts of some important ones in Section IV-C.

By default, we set the citation thresholds c1 = 1 and c2 = 5
based on moderate grid-search. We use a two-layer HGN with
both layers of size 100 (i.e., L = 2 and d1 = d2 = 100)
and composition function of correlation [28]; the numbers of
attention heads are both set to 10 (i.e., Da = Db = 10); the
number of clusters K is also set to 10 (same as the number
of actual domain names we specify4 plus one for others); the
loss weights are set as λmi = λcon = λdis = 0.1; relevant
term threshold κ is set to 100; batch size B is set to 1024;
neighborhood sample size S is set to 50; number of HGN
mini-iterations I is set to 100. Without explicit specification,
we always use ReLU as the activation function σ.

For all baselines except for BERT, we use the same embed-
ding size of 100 and follow the default settings for all other
parameters as specified in the original papers or published
codes. For all GNNs, we aggregate and normalize the pre-
trained word embedding of all words in the titles as paper
features, in the venue names as venue features, in the titles
of all published papers as author features, and the word itself
as term features. For all algorithms that need a given set of
meta-paths, we use the most fundamental ones of P-P, P-A-P,
P-V-P and P-T-P with equal weights.



Algorithms full single random
BERT 17.3704 17.1951 17.3704
GAT 16.9865 16.8054 17.6341
CCP 10.4202 9.3002 10.4202
CPDF 8.0837 7.2431 8.0837
metapath2vec 14.3552 13.8781 17.5800
hin2vec 14.0003 13.5002 16.1450
R-GCN 12.6441 12.3614 13.9681
HAN 9.8362 9.6211 10.5597
HetGNN 10.1304 9.9621 10.5597
HGT 9.1169 8.7524 10.2027
MAGNN 8.1935 7.6928 9.7226
HGCN 8.3210 8.2225 10.4448
HGN 6.9833 6.6693 9.1583
CA-HGN 5.3397 5.7088 7.5101
CATE-HGN 3.4574∗ 4.8305∗ 3.4574∗

TABLE II
PERFORMANCE OF COMPARED ALGORITHMS ON DIFFERENT DATASETS

REGARDING THE RMSE METRIC. SCORES WITH ∗ ALL PASSED THE
SIGNIFICANCE T-TEST WITH P-VALUE 0.05.

B. Overall Performance (RQ1)

The performance of compared algorithms on different
datasets regarding RMSE metric is provided in Table II. As
we can observe: (1) On DBLP-full, the compared algorithms
clearly form five tiers: BERT performs poorly because it only
uses paper contents without link topology, whereas GAT falls
short due to the ignorance of node/link types and the modeling
of a homogeneous network; the traditional citation prediction
methods of CCP and CPDF perform much better, although the
results are not directly comparable to their original papers due
to different datasets and problem settings; metapath2vec and
hin2vec learn an unsupervised network representation and only
get the supervision from ground-truth citations afterwards,
thus only getting slightly better performance than BERT and
GAT; among all heterogeneous GNNs, our HGN models
significantly outperform all others due to our proper model
designs, while the CA and TE modules both make clear
contributions to the overall performance. (2) On DBLP-single,
most algorithms including our HGN get a slight improvement,
probably due to less noises, while the CA and TE modules
lead to rather limited improvements, which in fact validates the
conjecture that they are more useful in networks with multiple
underlying domains; (3) On DBLP-random, most algorithms
including our HGN and CA-HGN models get significantly
worse performance, supporting our insight that the correct
terms and paper-to-term links are important in the modeling
of research impact; however, our CATE-HGN model is not
affected at all, due to its ability of automatically mining quality
terms from simple domain names.

C. Ablations and Hyper-parameters (RQ2)

Figure 4 (a) shows the results of our comprehensive analysis
towards several CATE-HGN variants without certain important
models components. As we can observe: (1) Besides the

Fig. 4. In-depth study on the performance of CATE-HGN regarding the
impact of model components and hyper-parameters.

correlation-based node-link composition, we compare with the
subtraction-based and multiplication-based compositions (the
1st and 2nd bars in the HGN group), which tend to perform
worse (compared with the full HGN model– the last bar in
HGN), probably because the subtraction and multiplication
operations can hardly lead to smooth cross-type embeddings
while correctly modeling the research impacts over different
types of nodes. (2) The HGNs without our MI maximization
(the 3rd bar in HGN) or attention (the 4th bar in HGN) also
lead to inferior performance, with MI influencing more on
the embedding smoothness and attention more on the task
performance, which directly supports our designs of both
components. (3) For the CA module, the removal of any of
the self-training (the 1st bar in CA-HGN), consistency (the
2nd bar in CA-HGN) or disparity (the 3rd bar in CA-HGN)
leads to lower performance (compared with the full CA-HGN
model– the 4th bar), while self-training is the most important
among all three. (4) For the TE module, the removal of any
of the BERT-based quality term initialization (the 1st bar
in CATE-HGN), TF-IDF based paper-term linking (the 2nd
bar in CATE-HGN) and iterative training (the 3fd bard in
CATE-HGN) leads to lower performance (compared with the
full CATE-HGN model– the 4th bar); among them, iterative
training contributes the most, while initialization contributes
less, which means even without very good initializations (i.e.,
using available keywords of the papers as all other models), the
TE module can still gradually discover the real high-quality
terms through training.

Figure 4 (b) and (c) show the performance of CATE-HGN
with varying hyper-parameters. As we can see, neither of
the cluster numbers or relevant term cut-offs have significant
impact on the performance unless they are set to extremely
small or large; in general, setting the cluster number in a large
range around 10-20 and relevant term cut-off in a large range
around 50-100 can lead to a good trade-off between model
performance and efficiency.

D. Case Studies (RQ3)

In CATE-HGN, the MI-based cross-type embedding align-
ment allows us to directly model and predict the impact of
all types of nodes with the citation regressor, and the CA



module allows us to model the research domain belongingness
of all nodes. In Table III, we list the top-impactful authors,
venues, and terms, whereas in Figure 5, we further visualize
the quality terms mined by CATE-HGN during training. Due
to space limit, we only present the results on the two domains
of data and system as examples. As we can observe, CATE-
HGN has a pretty accurate modeling of impactful authors,
venues, and terms by domains, while the identity and quality
of impactful terms are indeed adaptively improved through
training. Note that, since we bootstrap the clusters from simple
domain names, the modeling of domains are not exactly
accurate, due to a bias towards terms that are more frequent
and directly relevant to the domain names in semantics.
Moreover, due to our simplification of citation prediction
into a binary classification problem, the results are biased
towards authors/venues/terms connected with larger numbers
of moderately well-cited papers, instead of those with papers
of extremely high citations or simply with a lot of papers.

V. RELATED WORK

A. Citation prediction

The problem of citation prediction has been studied for a
long time [42], [43]. However, existing methods mostly rely
on a simple combination of feature engineering and predictive
models. For example, the most recent work [1] extracted a total
of 17 features for each paper regarding author interdisciplinar-
ity, author influence, title words and other classical features,
after which they applied a classification tree to predict the
interval of a paper’s citation count. [2] extracted a set of 10
features for each paper around topics, authors and venues, and
then applied different regression models to directly predict a
paper’s citation count. With the same spirit, [3] applied a more
complex predictive model of stepwise regression, whereas [4]
used slightly different features for biomedical articles. The
feature engineering process is ad-hoc and time-consuming,
and is isolated from the direct supervision of existing citation
counts. Until very recently, end-to-end deep graph models like
GNNs have been studied for citation prediction [34], [35],
[36], [37], [38], but only [35] has considered the heterogeneous
nodes beyond papers, and none of them has considered the
influence of latent domains and important terms.

Other than the prediction of citation counts, various research
has been done on the modeling of scientific research impact,
regarding relevant problems including the prediction of actual
citations (citation links) [44], [45], influence propagations
among authors and papers [46], [47], [48], detection of topic
initiators [49], ranking of authors and venues [50], [19], [8],
etc.. Although these methods cannot be directly applied for
citation prediction, most of them are developed in a hetero-
geneous publication network setting, which reassures us that
such a setting can provide necessary information for citation
prediction through research impact modeling, and motivates us
to develop a general framework that can be potentially useful
for various tasks related to research impact modeling.

B. Heterogeneous GNNs

GNNs have been widely studied for various graph mining
tasks recently [9], [10], [11], [51], [52], [53]. Here we focus
the discussion on GNNs on heterogeneous networks, which we
categorize into two groups: shallow and deep heterogeneous
GNNs. Shallow GNNs are designed to directly capture the
proximity among nodes in a network. For example, [40],
[41] use heterogeneous random walks to define and capture
node proximity, whereas [54], [55] use first- and second-order
heterogeneous neighborhoods. These models are often trained
in an unsupervised fashion, thus being generally useful for
various downstream tasks, but not specifically tuned for any.

Deep GNNs are mainly designed based on the impactful
model of GCN [9]. To extend the homogeneous GCN to het-
erogeneous networks, [12], [13], [14], [56], [57] use edge types
to parameterize exclusive embedding propagation channels,
whereas [15], [16], [58] use meta-paths [7]. Motivated by the
success of GAT [11], many of the models also use attention
mechanisms to weigh the different propagation channels [15],
[13], [17]. These models can be trained towards specific
tasks, but their design often focuses on correctly embedding
a specific type of target nodes due to direct task need (e.g.,
classification of authors [15], [16], [17], [14]), and they do not
equivalently model all types of nodes in the same embedding
space. This is not ideal in our case, since we aim to also
capture the research impacts of authors/venues/terms from the
supervision on papers.

VI. CONCLUSIONS

In this work, we revisit the important yet challenging task of
citation prediction, under the setting of heterogeneous publi-
cation networks. Equipped with recent advanced techniques
of GNN and deep learning, we design a powerful end-to-
end model to dispel traditional manual feature engineering,
and demonstrate its superior performance. While we focus
on citation prediction, the powerful framework of CATE-
HGN could be further studied in various other downstream
applications over text-rich heterogeneous networks. Immediate
future works include the modeling of temporal factors to
break the limitation of static citation prediction, as well as
incremental training of large-scale models over new nodes and
evolving clusters towards a deployable real-time system.

APPENDIX

A. Proof for Theorem 3.1.

Theorem 3.1 (Modeling meta-paths with a composition of
R Functions): For a heterogeneous network G defined in
Definition 3.1 with R types of relations, we assume there is an
oracle function Ô that takes in a target node v’s meta-paths
information Mv ∈ Rd on G, and outputs the v’s ground-
truth label yv ∈ Rd. When Mv is absolutely continuous with
respect to the Lebesgue measure, for any given approximation
error ε and R functions {Fr|r ∈ [R]}, there exists a compo-
sition function Comp(·|{Fr|r ∈ [R]}) : Rd → Rd, which is
viewed as the gradient function of an FNN u(·) : Rd → R
with ReLU activation, of depth L = [log2 n] and width



Authors Venues Terms
Data System Data System Data System

Jiawei Han Rajkumar Buyya VLDB IEEE TIE social energy
Philip S. Yu Luca Benini SIGMOD IEEE TAC recommend cloud

Wil M. P. van der Aalst Ian T. Foster TKDE IEEE TCST privacy gpu
Jian Pei Schahram Dustdar WWW MIS Quarterly rank attack

Yufei Tao Onur Mutlu SIGKDD IEEE TFS graph center
Jennifer Widom MengChu Zhou SIGIR IEEE TPDS sparse convex

Hector Garcia-Molina Thomas A. Henzinger WSDM ISCA empirical vehicular
Alon Y. Halevy Ion Stoica ICDE Automatica metric multicore

Susan T. Dumais David E. Culler CIKM JCP large demand
Christos Faloutsos Scott A. Mahlke ICDM HPCA probabilistic workload

TABLE III
TOP-IMPACT AUTHORS, VENUES, TERMS BY DOMAINS LEARNED BY CATE-HGN.

Fig. 5. Adaptive quality term mining results by domains learned by CATE-HGN.

N = 2L, where n = O( 1
εd

). For the 1-Wasserstein distance
measurement W1(·, ·), we have

EMv∼H [W1(Ô(Mv), Comp(Mv|{Fr|r ∈ [R]})] < ε.

Proof: Theorem 3.1 can be obtained by properly revising
Theorem 2.1 in [30], which we state as follows.

Lemma 3.2 (Theorem 2.1 in [30]): Let P and Q be the
target and the source distributions respectively, both defined on
Rd. Assume that Ex∼P ||x||3 is bounded and Q is absolutely
continuous with respect to the Lebesgue measure. It holds that
for any given approximation error ε, setting n = O( 1

εd
), there

is a fully connected and feed-forward deep neural network
u(·) of depth L = [log2 n] and width N = 2L, with d inputs
and a single output and with ReLU activation such that for 1-
Wasserstein distance measurement, W1(P,∇u(Q)) < ε holds.
Here, ∇u(·) is the function Rd → Rd induced by the gradient

of u while ∇u(Q) is the distribution that is generated from
the distribution Q through the mapping ∇u(·).

With P = Ô(Mv) and Q =Mv , where Mv is absolutely
continuous with respect to the Lebesgue measure. We only
need to show that P = Ô(Mv) has a bounded Ex∼P ||x||3.

Obviously, Ô(Mv), as a set of label vectors, is ab-
solute a bounded 3-order moment. Thus, by setting the
Comp(·|{Fr|r ∈ [R]}) : Rd → Rd as the gradient function
of the feed-forward deep neural network u(·) in Lemma 3.2,
Theorem 3.1 is proved.

For a better empirical performance, our case adopts R type-
aware FNNs for the R Fr functions in Theorem 3.1 and
composing these FNNs with the construction HGN. In this
way, we argue that the design of HGN can approximate any
message passing functions of the higher-order meta-paths.
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