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ABSTRACT
Factorization machines (FMs) have been widely adopted to model

the discrete feature interactions in recommender systems. Despite

their great success, currently there is no study of their robustness

to discrete adversarial perturbations. Whether modifying a certain

number of the discrete input features has a dramatic effect on the

FM’s prediction? Although there exist robust training methods for

FMs, they neglect the discrete property of input features and lack

of an effective mechanism to verify the model robustness.

In our work, we propose the first method for the certifiable

robustness of factorization machines with respect to the discrete

perturbation on input features. If an instance is certifiably robust,

it is guaranteed to be robust (under the considered space) no mat-

ter what the perturbations and attack models are. Likewise, we

provide non-robust certificates via the existence of discrete adver-

sarial perturbations that change the FM’s prediction. Through such

robustness certificates, we show that FMs and the current robust

training methods are vulnerable to discrete adversarial perturba-

tions. The vulnerability makes the outcome unreliable and restricts

the application of FMs. To enhance the FM’s robustness against

such perturbations, a robust training procedure is presented whose

core idea is to increase the number of instances that are certifiably

robust. Extensive experiments on three real-world datasets demon-

strate that our method significantly enhances the robustness of the

factorization machines with little impact on predictive accuracy.

CCS CONCEPTS
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1 INTRODUCTION
Due to the strong ability of handling discrete features, factoriza-

tion machines (FMs) [26, 27] have been widely employed in many

high impact applications such as recommender systems [7, 33] and

computational advertising [15]. The input features for these appli-

cations are mostly discrete and categorical. To deal with such types

of features, a common solution is to convert them to binary features

via one-hot encoding [17] (e.g. the gender of users) or multi-hot

encoding (e.g. the historical items of users). Since the number of

possible values is large, the resulting discrete feature vector can

be high-dimensional and sparse. To build an effective model from

such sparse data, FMs incorporate the interactions between features.

Specifically, FMs generate new features by combining multiple in-

dividual features. For examples, by combining the feature 𝑐𝑙𝑜𝑡ℎ𝑒𝑠 =

{𝑐𝑜𝑎𝑡, 𝑠𝑤𝑒𝑎𝑡𝑒𝑟 } and 𝑐𝑜𝑙𝑜𝑟 = {𝑝𝑖𝑛𝑘, 𝑟𝑒𝑑}, we obtain a new feature

𝑐𝑙𝑜𝑡ℎ𝑒𝑠_𝑐𝑜𝑙𝑜𝑟 = {𝑐𝑜𝑎𝑡_𝑝𝑖𝑛𝑘, 𝑠𝑤𝑒𝑎𝑡𝑒𝑟_𝑝𝑖𝑛𝑘, 𝑐𝑜𝑎𝑡_𝑟𝑒𝑑, 𝑠𝑤𝑒𝑎𝑡𝑒𝑟_𝑟𝑒𝑑}.
Recent studies demonstrate that machine learning models, in-

cluding convolutional neural networks [13], graph neural networks [10,

37], and decision trees [5], are vulnerable to slight and deliberate

perturbations (known as adversarial perturbations). By slightly

modifying the input data (e.g. an image), two very similar instances

are classified into completely different classes. Such unreliable re-

sults significantly hinder the applicability of these models. So far,

the questions of adversarial perturbations on the factorization ma-

chine has not been addressed: Can factorization machines be easily

fooled? How reliable are their results? Considering the perturba-

tions on the instance’s features which do not reflect users’ prefer-

ence are easy to be injected by attackers (e.g. fraudsters manipulate

online reviews [20, 37]), the questions are highly important and

necessary to be solved.

The existing robust factorization machine [24] considers the

environmental noise in user signals. They model such noise by

https://doi.org/10.1145/3397271.3401087
https://doi.org/10.1145/3397271.3401087
https://doi.org/10.1145/3397271.3401087


associating an uncertainty vector (e.g. Gaussian distribution) on

the input features. To enhance the model robustness under the

noise, they seek a solution that remains feasible for all possible

perturbations on input features via minimizing the worst-case loss.

However, there are two limitations of current robust factorization

machine:

• Neglecting inputs’ discrete property. The perturbations
they considered are continuous intervals (e.g. [0, 0.05]). Such

an assumption is not applicable to the FM since most fea-

tures in the FM’s application is discrete/binary. The possible

perturbations under the binary setting are {-1, 1}. Therefore,

the worst-case loss they minimize is insufficient to model the

real worst-case perturbation which leads to a sub-optimal

solution.

• Lacking the robustness certificate. At present, there are
no effective mechanisms that can verify whether a given

FM is robust. Existing work [24] compares the model perfor-

mance under specific noises. Given such a large perturbation

space, this approach is not enough to verify the robustness.

To verify the robustness of the FM, the core idea is to generate the

worst-case discrete perturbations given a certain perturbation space

(i.e. the number of changed features in our binary setting). If even

under the worst-case the FM is robust, the FM is provably robust.

Otherwise, we find the discrete adversarial perturbation which

can change the prediction of the FM. Nevertheless, the difficulty

is the high time complexity. We find that the computation of the

worst-case discrete perturbation needs to enumerate all possible

perturbations due to the dependencies between features. However,

since input features are sparse and high-dimensional which leads to

a large perturbation space, the time complexity of such enumeration

is unbearable. Furthermore, given the discrete perturbations, we

observe that the FM [26] is vulnerable to such perturbations. How to

make the FM less sensitive to the discrete perturbations is another

challenge.

To tackle the above challenge, we propose the first method for

certifiable robustness of FMs which approximates the worst-case

perturbation. Specifically, we provide: (1)Robustness certificates.
Given a trained FM and a certain space of perturbation, we give

robustness certificates (i.e. robust or non-robust) for input instances.

If the instance is certifiably robust, it is guaranteed that no per-

turbations in the considered space can change the prediction of

the instance. We derive the bound of the FM’s prediction that can

be reached by the worst-case perturbation. If the bound does not

change the predicted label of the instance, then the FM is provably

robust. Similarly, an instance is certifiably non-robust if there exist

discrete adversarial perturbations in the considered perturbation

space that can change the instance’s prediction. We approximate

the existence of such perturbations by sequentially selecting the

most promising feature towards the worst-case until the perturba-

tion budget is exhausted or the prediction is changed. (2) Robust
training. To enhance the robustness under the discrete adversarial
perturbation, we propose a training approach which maximizes the

number of instances that are certifiably robust.

Overall, our contributions are:

• We study the robustness of factorization machines and show

that they are vulnerable to the discrete adversarial perturba-

tions.

• By approximating the worst-case perturbation, we propose

a novel provable framework to analyze the robustness of

factorization machines.

• We propose robust training based on our robustness certifi-

cates which maximize the number of the certifiably robust

instances.

• We empirically show that our certificates are tight and ex-

tensive experiments conducted on three real-world datasets

demonstrate that our robust training can improve the ro-

bustness of FMs while has little impact on classification

performance.

2 PRELIMINARIES
First the model formulation and feature representation are intro-

duced. Then the problem and the challenge are elaborated. We use

bold uppercase letters to denote matrices (e.g., W), bold lowercase

letters to denote vectors (e.g., w), and non-bold letters to denote

scalars or indices (e.g.,𝑤 ). The uppercase calligraphic symbols (e.g.,

W) stand for sets.

2.1 Factorization Machine
Factorizationmachine [26] is a popular learning paradigm for sparse

data which enhances linear regression with feature interactions. An

example of sparse features that consists of three fields is displayed

as follows.

[1, 1, ..., 0]︸      ︷︷      ︸
Historical Items

[0, 1, ..., 0]︸      ︷︷      ︸
User ID

[1, 0, ..., 0]︸      ︷︷      ︸
Item Brand

,
(1)

where the user id and item brand are one-hot encoding and the

historical items are multi-hot encoding.

In our work, we consider the second-order interaction between

features. To learn from the sparse data, FMs project each feature to

a latent space and use the inner product of corresponding feature

embeddings to compute their interaction weight. Following the

previous work [24], we add self-interaction terms to the model.

Formally, the FM model is defined as follows:

𝑓𝜃 (𝒙) = 𝑤0 +
𝑑∑
𝑖=1

𝑤𝑖𝑥𝑖 +
𝑑∑
𝑖=1

𝑑∑
𝑗=𝑖

< 𝒗𝑖 , 𝒗 𝑗 > 𝑥𝑖𝑥 𝑗 , (2)

where 𝑥𝑖 denotes the 𝑖-th component of feature vector 𝒙 ∈ {0, 1}1×𝑑
and𝑑 is the dimension of the feature vector.𝑤0 represents the global

bias and𝑤𝑖 is the weight of 𝑖-th feature. 𝒗𝑖 ∈ R1×𝑘 is the embedding

vector of 𝑖-th feature and < 𝒗𝑖 , 𝒗 𝑗 > is the inner product which

models the interactions between the 𝑖-th and 𝑗-th feature. 𝜃 is used

to denote all parameters. According to the previous work [26], the

feature interaction term can be reformulated as:

𝑑∑
𝑖=1

𝑑∑
𝑗=𝑖

< 𝒗𝑖 , 𝒗 𝑗 > 𝑥𝑖𝑥 𝑗 =
1

2

𝑘∑
𝑓 =1

©«
𝑑∑
𝑗=1

𝑣 𝑗,𝑓 𝑥 𝑗
ª®¬
2

+
𝑑∑
𝑗=1

𝑣2
𝑗,𝑓

𝑥2𝑗

 , (3)

where 𝑣 𝑗,𝑓 denotes the 𝑓 -th component of 𝒗 𝑗 .



Original

1 0 0 1

Perturbed

User ID Item Brand Historical Items

Change 𝒙𝟓: 0->1

𝒙𝟏 × 𝒙𝟒 𝒙𝟏 × 𝒙𝟔𝒙𝟒 × 𝒙𝟔 𝒙𝟒 × 𝒙𝟓𝒙𝟏 × 𝒙𝟓

1 1
𝒙𝟏 𝒙𝟐 𝒙𝟑 𝒙𝟒 𝒙𝟓 𝒙𝟔

Zero

𝒙5 × 𝒙𝟔

Figure 1: A simple illustration of the adversarial attack. The
first-orderweight of FM is omitted. The blue and red denotes
the original and perturbed feature interactions respectively.
The matrices represent all feature interactions. Note that it
is not necessary to compute weights of all feature interac-
tions, we list them for better illustration.

2.2 Problem Formulation
In this paper, we model the recommendation problem as binary clas-

sification (the label is {1, -1}) whose input data is binary as shown in

Section 2.1. Distinct from the previous work [24], the perturbation

we considered is to change the 0 components of input features to

1 which is closer to the reality. Since the fields of input features

usually contain specific semantics, directly modifying the fields

may change the semantics of the instance. For example, by chang-

ing the user ID of an instance, its semantic is completely changed

and the predicted result may be different. In our work, we focus on

perturbing users’ historical items. That is, the perturbed user-item

interactions are injected into the input features. It is natural to

assume that a robust model should not change its predictions even

there exit small perturbations on user-item interactions. Figure 1

displays a simple example of the adversarial attack which injects a

historical item. The red weights denote the injected item’s influence

on the FM’s second-order weights.

Our first goal is to derive an efficient robustness analyzer for

factorization machines. That is, given a trained FM 𝑓𝜃 , a specific

instance 𝒙 (called targeted instance) and a perturbation space, our

goal is to provide a robustness certificate which states whether

the FM’s prediction for the instance is robust or non-robust. If the

prediction is certifiably robust, it is guaranteed that no perturbation

in the given perturbation space can change its label. In other words,

the predicted label will not change even if the input data is perturbed

(under the given perturbation space). In contrast, If the prediction is

certifiably non-robust, it is guaranteed that there exist adversarial

perturbations in considered perturbation space which can change

the prediction made for the instance 𝒙 .
Let �̂� denotes the perturbed instances and P𝑞 (𝒙) be the set of

all possible binary perturbations (i.e. the perturbation space) of the

instance 𝒙 where 𝑞 ∈ N is the perturbation budget. If all �̂� ∈ P𝑞 (𝒙)
are classified to the same class of 𝒙 , then the FM is certifiably robust

w.r.t the instance 𝒙 . Note that there is no need to define attack

models that generate perturbations given a perturbation space.

Once an instance is certifiably robust, its label will not change no

matter what attack models are (in the given perturbation space).

In contrast, if there exists �̂� ∈ P𝑞 (𝒙) and its label is different with

the predicted label, then the FM is certifiably non-robust w.r.t the

instance 𝒙 . To summarize, the problem is defined as:

Problem 1. Given a trained FM 𝑓𝜃 , a target instance 𝒙 , and a
perturbation space P𝑞 (𝒙), check whether all �̂� ∈ P𝑞 (𝒙) belong to the
same class of 𝒙 .

Note that if we can find the optimal solution of the above prob-

lem, an instance that can not be certifiably robust is non-robust.

However, in Section 2.3, we show that finding such optimal solution

is a NP-complete problem.

2.3 Computational Challenge
To check whether a perturbed instance �̂� ∈ P𝑞 (𝒙) is still classified
to the same class, the margin 𝛿 defined as follows between its and

the true predicted result is required to be computed.

𝛿 = 𝑓𝜃 (�̂�) − 𝑓𝜃 (𝒙) (4)

If the margin 𝛿 does not change the instance’s sign, it is certifiably

robust. If 𝑓𝜃 (𝒙) > 0, the predicted label for the instance 𝒙 is 1,

otherwise is -1. Thus we check whether 𝑓𝜃 (𝒙) + 𝛿 is in the same

interval with 𝑓𝜃 (𝒙). For example, suppose the predicted label of 𝒙
is 1 and 𝑓𝜃 (𝒙) +𝛿 is greater then 0 as well, then such a perturbation

𝛿 will not change the label of the instance 𝒙 .
Although it is not difficult to check a perturbed instance, it is

non-trivial to check all perturbed instances �̂� ∈ P𝑞 (𝒙). Gener-
ally speaking, if even in the worst-case, the predicted label is not

changed, the instance is provably robust. In other words, when the

predicted label of 𝒙 is 1, if the sign of 𝑓𝜃 (𝒙) + 𝛿𝑚𝑖𝑛 is still 1 where

𝛿𝑚𝑖𝑛 is the minimal 𝛿 reached by all possible perturbations, the

instance is certifiably robust. Similarly, when the predicted label

of 𝒙 is -1, if the sign of 𝑓𝜃 (𝒙) + 𝛿𝑚𝑎𝑥 is still -1 where 𝛿𝑚𝑎𝑥 is the

maximal 𝛿 of all possible perturbations, the instance is certifiably

robust.

However, we show that the worst-case perturbation can not be

computed directly. Let 𝒙 ′ ∈ {0, 1}1×𝑑 be the perturbation vector.

That is, �̂� = 𝒙 + 𝒙 ′. Note that not all d components of 𝑥 are per-

turbable. Since we consider the perturbation on the user’s historical

items, only 𝑛 (𝑛 < 𝑑) components of 𝑥 are perturbable where 𝑛 is

the number of items. The margin 𝛿 can be computed as equation

(5). As can be seen from the above formulation, 𝛿 can be divided

into three parts: the first-order weights of the perturbation vector∑𝑑
𝑗=1𝑤 𝑗𝑥

′
𝑗
, feature interactions between the perturbation vector 𝒙 ′

and input features 𝒙 , and feature interactions of the perturbation

vector 𝒙 ′ itself. Given 𝛿 , wewant to find theworst-case perturbation
𝒙 ′. Since 𝒙 ′ is binary, the problem is equivalent to finding a subset

of its components {𝒙 ′
𝑗
}𝑛
𝑗=1

(i.e. changing these components to 1 and

the remaining components are zero) that lead to the worst-case of

𝛿 . To find an optimal solution, the challenge is the computation

of

(∑𝑛
𝑗=1 𝑣 𝑗,𝑓 𝑥

′
𝑗

)
2

. Note that this is the same as finding a subset of

{𝑣 𝑗,𝑓 }𝑛𝑗=1 which sum to the maximal or minimal of 𝛿 and the subset

sum problem is a well-known NP-Complete problem. However,

enumerating all possible subsets is necessary to find the optimal

solution and such solution is not practical since the input feature



of the FM is usually sparse and high-dimensional which results in

high time complexity.

As such, our major challenge is to derive an approximation

method to reduce the time complexity while certificates the ro-

bustness of instances as much as possible given the trained model

parameters and perturbation space.

𝛿 =

𝑑∑
𝑗=1

𝑤 𝑗𝑥
′
𝑗 +

1

2

𝑘∑
𝑓 =1

𝑑∑
𝑗=1

𝑣2
𝑗,𝑓

𝑥 ′2𝑗

+ 1

2

𝑘∑
𝑓 =1

©«
𝑑∑
𝑗=1

𝑣 𝑗,𝑓 𝑥 𝑗
ª®¬
2

− ©«
𝑑∑
𝑗=1

𝑣 𝑗,𝑓 𝑥 𝑗
ª®¬
2

=

𝑑∑
𝑗=1

𝑤 𝑗𝑥
′
𝑗 +

1

2

𝑘∑
𝑓 =1

𝑑∑
𝑗=1

𝑣2
𝑗,𝑓

𝑥 ′2𝑗

+ 1

2

𝑘∑
𝑓 =1


𝑑∑
𝑗=1

(
𝑣 𝑗,𝑓 𝑥 𝑗 + 𝑣 𝑗,𝑓 𝑥 𝑗

) 𝑑∑
𝑗=1

(
𝑣 𝑗,𝑓 𝑥 𝑗 − 𝑣 𝑗,𝑓 𝑥 𝑗

)
=

𝑑∑
𝑗=1

𝑤 𝑗𝑥
′
𝑗 +

1

2

𝑘∑
𝑓 =1

𝑑∑
𝑗=1

𝑣2
𝑗,𝑓

𝑥 ′2𝑗

+ 1

2

𝑘∑
𝑓 =1

©«2
𝑑∑
𝑗=1

𝑣 𝑗,𝑓 𝑥 𝑗 +
𝑑∑
𝑗=1

𝑣 𝑗,𝑓 𝑥
′
𝑗
ª®¬ ©«

𝑑∑
𝑗=1

𝑣 𝑗,𝑓 𝑥
′
𝑗
ª®¬

=

𝑑∑
𝑗=1

𝑤 𝑗𝑥
′
𝑗 +

𝑘∑
𝑓 =1

𝑑∑
𝑖=1

𝑑∑
𝑗=1

𝑣𝑖,𝑓 𝑣 𝑗,𝑓 𝑥𝑖𝑥
′
𝑗︸                       ︷︷                       ︸

Feature interactions between 𝒙 and 𝒙′

+ 1

2

𝑘∑
𝑓 =1

©«
𝑑∑
𝑗=1

𝑣 𝑗,𝑓 𝑥
′
𝑗
ª®¬
2

+ 1

2

𝑘∑
𝑓 =1

𝑑∑
𝑗=1

𝑣2
𝑗,𝑓

𝑥 ′2𝑗︸                                             ︷︷                                             ︸
Feature interactions of 𝒙′ itself

(5)

3 METHODOLOGY
3.1 Non-robust Certificates
In this section, to compute the non-robust certificate efficiently,

we design a greedy approximation for the worst-case perturbation

on factorization machines. Based on the certificate, we empirically

demonstrate that the traditional FM model is vulnerable to discrete

adversarial perturbations.

3.1.1 Greedy Solution. Inspired by the recent works [37] on ad-

versarial attacks on graph neural networks, we adopt a greedy

algorithm to compute the worst-case of 𝛿 . Note that in the works of

adversarial attacks [10, 37], they usually assume that the attacker

does not know the model parameters or only knows a part of the

information. In this work, the goal is to develop a robustness ana-

lyzer for FMs which stands on a different perspective of previous

works. Thus it is reasonable to assume we are aware of all the model

parameters.

The core idea of the greedy solution is to sequentially modify

the most promising components following a local optimal strategy.

Since only one component ismodified each time, the value of feature
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Figure 2: Impact of applying adversarial and random per-
turbations to the parameters of FMs on Frappe and Ama-
zon datasets. The greedy method outperforms the random
method. When the perturbation budget is 3, over half of the
instances are non-robust.

interactions of the perturbation vector itself is its self-interaction

term

∑𝑘
𝑓 =1

𝑣2
𝑗,𝑓

. Then we need to consider the first-order weight

of 𝒙 ′ and the feature interactions between 𝒙 and 𝒙 ′ according to

equation (5). Formally, given the current state of the target instance

𝒙 (𝑡 ) , we compute:

𝑗 (𝑡 ) =


argmin

𝑗
𝑤 𝑗 +

𝑘∑
𝑓 =1

𝑑∑
𝑖=1

𝑣𝑖,𝑓 𝑣 𝑗,𝑓 𝑥𝑖 +
𝑘∑
𝑓 =1

𝑣2
𝑗,𝑓

𝑓𝜃 (𝒙) > 0

argmax

𝑗
𝑤 𝑗 +

𝑘∑
𝑓 =1

𝑑∑
𝑖=1

𝑣𝑖,𝑓 𝑣 𝑗,𝑓 𝑥𝑖 +
𝑘∑
𝑓 =1

𝑣2
𝑗,𝑓

𝑓𝜃 (𝒙) ≤ 0

,

(6)

where 𝑗 (𝑡 ) denotes the selected index based on the current state

𝒙 (𝑡 ) . Then the next state is obtained by flipping the component

of index 𝑗 (𝑡 ) . Each time a zero component is changed to one until

the label of the modified instance is changed or the perturbation

budget is achieved. The pseudo-code is shown in Algorithm 1. As

we can see, to compute 𝑗 (𝑡 ) , the time complexity is 𝑂 (𝑛) where 𝑛
is the number of items. The greedy algorithm requires at most 𝑞

times computation of equation (6). Thus, the time complexity of

the non-robust certificate is at most 𝑂 (𝑞𝑛) .

3.1.2 Results. Figure 2 demonstrates the impact of applying adver-

sarial and random perturbations to FMs with different perturbation

budget 𝑞 (ranging from 1 to 4) on our experimental datasets (details

see Section 4.1). Specifically, we compare the attack success rate

on the testing set between our greedy and the random algorithm

which randomly injects user-item interactions into instances. An

instance is successfully attacked if its predicted label is changed.

According to the results, all datasets show that the greedymethod

achieves a more significant attack performance than the random

perturbations. For example on Frappe, when adding 𝑞 = 2 user-

item interactions, applying random perturbations only successfully

change 1.44% instances’ predictions; in contrast, the greedy method

successfully changes 35.44% instances’ predictions – 25 times larger

than that of random perturbations. Moreover, when the pertur-

bation number is 3, over 50% instances on Frappe (62.71%) and

Amazon (54.25%) are certifiably non-robust via our method.

These results indicate that the current FM is rather vulnerable

to perturbations on users’ historical interactions. If a user interacts

(e.g clicks) items that does not reflect his/her preference, most of the



Algorithm 1: Non-robust Certificate
Input: Model parameters 𝑓𝜃 , target instance 𝒙 , perturbation

budget 𝑞;

Output: Perturbed feature �̂� ;
𝑡 ← 0;

𝒙 (0) ← 𝒙 ;
while 𝑡 < 𝑞 do

Compute 𝑗 (𝑡 ) according to the equation (6);

Obtain 𝒙 (𝑡+1) via flipping 𝑗 (𝑡 ) component of 𝒙 (𝑡 ) ;
if sign(𝑓𝜃 (𝒙 (𝑡+1) )) ≠ sign(𝑓𝜃 (𝒙)) then

break;

𝑡 ← 𝑡 + 1;
Return 𝒙 (𝑡 ) ;

predicted results may be changed. Note that the greedy algorithm

outputs an approximated worst-case. This implies that there may

exist non-robust instances that can not be certificated which makes

the situation worse. The existence of such effective perturbations

motivates us to develop robust factorization machines that are

insensitive to discrete adversarial perturbations.

3.2 Robust Certificates
To certificate the robustness of an instance whose predicted label

is -1, we derive an upper bound of 𝛿 reached by all possible per-

turbations. Similarly, for the instance whose predicted label is 1,

the lower bound of 𝛿 is derived. If the bound is certifiably robust,

no perturbations can change the prediction of the instance. To

compute the bound, the calculation of equation (5) is divided into

two sub-problems. To better illustrate our method, we consider

the case of the predicted label is -1. Note that in the other case

(i.e. the predicted label is 1), we only need to replace the following

max operation (equation (7) and (8)) to the min operation. The first

sub-problem is defined as:

𝑏1 (𝒙) = max

𝒙′∈P𝑞 (𝒙)

𝑑∑
𝑗=1

𝑤 𝑗𝑥
′
𝑗 +

𝑘∑
𝑓 =1

𝑑∑
𝑖=1

𝑑∑
𝑗=1

𝑣𝑖,𝑓 𝑣 𝑗,𝑓 𝑥𝑖𝑥
′
𝑗 (7)

and the second sub-problem is defined as:

𝑏2 (𝒙) = max

𝒙′∈P𝑞 (𝒙)
1

2

𝑘∑
𝑓 =1

©«
𝑑∑
𝑗=1

𝑣 𝑗,𝑓 𝑥
′
𝑗
ª®¬
2

+ 1

2

𝑘∑
𝑓 =1

𝑑∑
𝑗=1

𝑣2
𝑗,𝑓

𝑥 ′2𝑗 (8)

The bound 𝑏 (𝒙) = 𝑏1 (𝒙) + 𝑏2 (𝒙) reached by all possible pertur-

bations is the sum of the two sub-problem’s solution. If the bound

does not change the predicted result, the instance 𝑥 is provably

robust. Although the solutions of the first and second sub-problem

may be different which means such a prediction may not exist, the

robustness of the instance can be verified since the bound is worse

than the worst-case can be achieved. In the following subsections,

the solutions of the sub-problems are elaborated.

3.2.1 The solution of the first sub-problem. The perturbation vector
𝒙 ′ is obtained by flipping 𝑞 components to 1. According to the

equation (7), the impact 𝑝 𝑗 of each component 𝑥 ′
𝑗
to 𝑏1 (𝒙) (i.e.

changing 𝑥 ′
𝑗
from 0 to 1) is independent which can be computed as
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Figure 3: A running example of the solution for the second
sub-problem when the predicted labels are -1 and 1. The
self-interaction terms are omitted. The perturbation bud-
get is 3 and the colored elements are selected. According to
the factorizationmachine, only elements in the upper trian-
gle are considered. The index sets of accurate solution (i.e.
{𝑥 ′

2
, 𝑥 ′

3
, 𝑥 ′

4
} and {𝑥 ′

1
, 𝑥 ′

2
, 𝑥 ′

3
}) are optimal.

follows:

𝑝 𝑗 = 𝑤 𝑗 +
𝑘∑
𝑓 =1

𝑑∑
𝑖=1

𝑣𝑖,𝑓 𝑣 𝑗,𝑓 𝑥𝑖 (9)

Note that 𝑥𝑖 is the original instance and it is known. It can be

observed that the 𝑝 𝑗 ’s computation of each component 𝑥 ′
𝑗
is in-

dependent. Therefore, the optimal perturbation vector is obtained

via flipping 𝑞 components corresponding to the largest 𝑞 values of

{𝑝 𝑗 }𝑛𝑗=1 if the predicted label is -1. Similarly, if the predicted label

of the target instance is 1, the 𝑞 components corresponding to the

smallest 𝑞 values of {𝑝 𝑗 }𝑛𝑗=1 are flipped. Since some components of

instances are already 1, only the zero components can be flipped.

3.2.2 The solution of the second sub-problem. Since the second

sub-problem is the NP-Complete problem, an approximate solution

is necessary to develop. To solve this problem, we derive the bound

for the solution of the sub-problem. We first expand the quadratic

term of equation (8) as follows:

1

2

𝑘∑
𝑓 =1

©«
𝑑∑
𝑗=1

𝑣 𝑗,𝑓 𝑥
′
𝑗
ª®¬
2

=
1

2

𝑘∑
𝑓 =1

𝑑∑
𝑖=1

𝑑∑
𝑗=1

𝑣𝑖,𝑓 𝑣 𝑗,𝑓 𝑥
′
𝑖 𝑥
′
𝑗 , (10)

where 𝑥 ′
𝑖
𝑥 ′
𝑗
is the interaction between the 𝑖-th and 𝑗-th component

of 𝒙 ′ and their weight is 1

2

∑𝑘
𝑓 =1

𝑣𝑖,𝑓 𝑣 𝑗,𝑓 . Similarly, the second term

of equation (8) can be view as the interaction of 𝑗-th component

itself and its weight is
1

2

∑𝑘
𝑓 =1

𝑣2
𝑗,𝑓

. Note that the weight of 𝑥 ′
𝑖
𝑥 ′
𝑗

and 𝑥 ′
𝑗
𝑥 ′
𝑖
is equal, the equation (8) can be reformulated as:

1

2

𝑘∑
𝑓 =1

𝑑∑
𝑖=1

𝑑∑
𝑗=1

𝑣𝑖,𝑓 𝑣 𝑗,𝑓 𝑥
′
𝑖 𝑥
′
𝑗 +

1

2

𝑘∑
𝑓 =1

𝑑∑
𝑗=1

𝑣2
𝑗,𝑓

𝑥 ′2𝑗

=

𝑛∑
𝑖=1

𝑑∑
𝑗=𝑖

< 𝒗𝑖 , 𝒗 𝑗 > 𝑥 ′𝑖 𝑥
′
𝑗 ,

(11)



where the inner product < 𝒗𝑖 , 𝒗 𝑗 > denotes the weight of 𝑥 ′
𝑖
𝑥 ′
𝑗
.

Observed that the coefficient

∑𝑛
𝑖=1

∑𝑛
𝑗=𝑖 < 𝒗𝑖 , 𝒗 𝑗 > is actually the

second-order interaction weight of the FM. Thus the second sub-

problem can be view as: Given the FM’s weight matrix of feature

interactions and the perturbation budget 𝑞, selecting
𝑞 (𝑞+1)

2
ele-

ments which sum to the maximum (minimum). What makes the

problem complicated is that the components 𝑥 ′
𝑖
and 𝑥 ′

𝑗
are depen-

dent. Only both the 𝑥 ′
𝑖
and 𝑥 ′

𝑗
is 1, their weights

1

2

∑𝑘
𝑓 =1

𝑣𝑖,𝑓 𝑣 𝑗,𝑓 are

taken into account. To avoid enumerating all possible perturbations,

we relax this constraint. Therefore, the problem after relaxation is

to select the largest (smallest)
𝑞 (𝑞+1)

2
elements from the interaction

matrix without considering whether both the 𝑥 ′
𝑖
and 𝑥 ′

𝑗
are 1.

Figure 3 is a simple running example of the comparison between

our method and the optimal results when the predicted labels of

the instance are -1 and 1. As can be seen from the figure, when

the predicted label is -1, we obtain an upper bound for the optimal

solution. Analogously, when the predicted label is 1, we obtain a

lower bound for the optimal solution.

3.2.3 Complexity analysis. Similar to the computation of non-

robust certificate, given the perturbation budget 𝑞, the time com-

plexity of the first sub-problem is 𝑂 (𝑛). For the solution of the

second sub-problem, we need to enumerate the upper triangle

of the interaction matrix which has
𝑛 (𝑛+1)

2
elements, resulting in

𝑂 (𝑛2) time complexity. Thus, the overall time complexity of the

robust certificates is 𝑂 (𝑛2).

3.3 Robust Training
So far, a fundamental task of certificating the FM’s robustness has

been addressed which is crucial to trust the model’s output in real-

world applications. Another important task is to train classifiers that

are certifiably robust to adversarial perturbations. In this section,

we show how to employ the robust certificate described above to

train a robust FM.

For the training of the original FM, we use the loss following the

work [24]:

min

𝜃

∑
𝑠∈D

log (1 + exp(−𝑦𝑠 𝑓𝜃 (𝒙𝑠 ))) , (12)

where D is the set of all labeled instances. 𝑦𝑠 is the label of the

instance 𝒙𝑠 . To improve the robustness of the model, the model

is enforced to predict the same results even under perturbations.

To achieve this, we optimize the model to minimize the above loss

under the worst-case prediction following the previous work [32].

Formally, the loss of robust training is defined as:

min

𝜃

∑
𝑠∈D

log (1 + exp(−𝑦𝑠 (𝑓𝜃 (𝒙𝑠 ) + 𝑏 (𝒙𝑠 )))) , (13)

where 𝑓𝜃 (𝒙𝑠 ) + 𝑏 (𝒙𝑠 ) is the bound of prediction under the worst-

case perturbation. The perturbation space is P𝑞 (𝒙𝑠 ) where 𝑞 is a

hyper-parameter needed to be tuned. To perform robust training,

the model is first trained according to the equation (12) until con-

vergence. Then we train the model using the equation (13) until

convergence.

In practice, mini-batch training is employed to learn the model

parameters. In each training epoch, a batch of training instances are

Table 1: Dataset statistics.

Dataset Frappe Amazon Yelp
# Instance 288,609 587,373 595,191

# Feature 9,464 15,889 61,615

# User 957 6,170 16,239

# Item 4,082 2,753 14,284

# Field 11 6 7

randomly sampled. Then the robust certificates of each training in-

stances are obtained (if employ robust training). Lastly, we compute

the loss and use Adam algorithm [21] to optimize the model.

4 EXPERIMENTS
In this section, we conduct experiments on three real-world datasets

aiming to answer following research questions:

RQ1 How does our proposed robust training method perform (i.e.

the accuracy and robustness) compared with state-of-the-art

training approaches?

RQ2 How is the tightness of our robustness certificates? Can the

robustness of most instances be certificated?

RQ3 What is the effect of hyper-parameters 𝑞 in robust training?

4.1 Settings
4.1.1 Datasets. The statistics of datasets are displayed in Table 1.

We briefly introduce the datasets we use as follows:

• Frappe [2]: Frappe is a context-aware app recommendation

dataset which contains the usage logs of users under differ-

ent context. The logs consist of user ID, app ID, and 8 context

variables including weather, city, and daytime (e.g. morn-

ing or afternoon). Each log is converted to a feature vector

using one-hot encoding and multi-hot encoding (historical

interactions) resulting in 9,464 features.

• Amazon [16]: The amazon dataset contains product review

and metadata from Amazon. Besides the user ID and item

ID, the dataset contains the brand, category, and view of the

items. We use multi-hot encoding to encode the category,

view information, and historical interactions. The other fields

are encoded by one-hot encoding which result in 15,889

features.

• Yelp [28]: The yelp dataset contains the user reviews on

local business and attribute information of users and busi-

nesses. The dataset consists of users’ interactions, social, and

compliment information and businesses’ city and category.

We convert the business category using one-hot encoding

and the other fields using multi-hot encoding which result

in 61,615 features.

4.1.2 Evaluation Protocol. The datasets are randomly split into

training (80%), validation (10%), and testing (10%) set. The validation

set is employed to tune hyper-parameters and the performance

comparison is conducted on testing set. The accuracy is reported

to compare the classification performance of all models. For the

comparison of the robustness, following the previous work [38],

we display the average of instances’ largest 𝑞 that they can be

certifiably robust. This metric is referred as avg-max 𝑞.



Model
factor=64 factor=32

Frappe Amazon Yelp Frappe Amazon Yelp
Avg-max 𝑞 Acc. Avg-max 𝑞 Acc. Avg-max 𝑞 Acc. Avg-max 𝑞 Acc. Avg-max 𝑞 Acc. Avg-max 𝑞 Acc.

FM 1.60 93.88 1.81 74.62 1.56 80.44 1.69 92.10 2.10 74.23 1.99 80.93
RFM-1 3.87 92.54 4.51 73.15 2.41 78.86 3.07 92.03 4.63 73.24 2.34 79.17

RFM-2 2.86 93.49 3.53 70.38 1.81 79.82 2.86 93.49 3.53 70.38 1.81 79.82

FM-RT 5.26 92.58 7.44 73.49 3.36 78.73 5.48 92.09 6.76 73.17 3.74 78.96

RI +35.92% -1.38% +64.97% -1.51% +39.42% -2.13% +78.50% -1.50% +46.00% -1.43% +59.83% -2.43%

Table 2: Overall performance comparison. The last row RI denotes the relative improvement over the best baseline: our robust
training method significantly enhances the robustness of the FM while only has little impact on accuracy.

4.1.3 Baselines. We refer our method as FM-RT (robust training)

and compare it with the following baselines.

• FM [26]: This is the benchmark factorization model that

utilizes the second-order interactions between features.

• RFM-1 [24]: This is the state-of-the-art robust factorization

machine which forces the model to make right prediction

under the continuous noise.

• RFM-2 [22]: This is the factorization model whose training

process is regularized by a capped 𝑙1 norm and a capped

squared trace norm.

4.1.4 Hyper-parameter Setting. We implement FM, RFM-1, RFM-

2, and our model based on Pytorch, which is optimized with the

Adam optimizer [21]. The batch size is fixed to 2048 for all methods

and the learning rate is tuned in [0.1, 0.01, 0.001, 0.0001]. Without

special mention, we show the results of embedding size 64. The

uncertainty bounds 𝜂 and 𝜌 for RFM-1 are searched in [0.001, 0.002,

0.005, 0.01]. We tune capped parameters 𝜖1 and 𝜖2 for RFM-2 in the

range of [0.1, 0.2, 0.5, 1] and [0.01, 0.05, 0.1, 0.5, 1] respectively. The

perturbation budget 𝑞 employed in our robust training is searched

from 1 to 4.

4.2 Performance Comparison (RQ1)
4.2.1 Overall performance comparison. The overall performance

comparison including avg-max 𝑞 and accuracy of our model and

other state-of-the-art methods under different embedding size are

reported in Table 2. Based on the results, we have the following

observations:

• FM achieves poor robustness (avg-max 𝑞 less than 2 in most

cases) on three datasets, indicating traditional training leads to

a non-robust model which is vulnerable to discrete adversarial

perturbations.

• The robustness of RFM-1 and RFM-2 are better than the FM.

Although they do not consider the discrete perturbations on user-

item interactions, their Avg-max 𝑞 are higher than the original

FM, demonstrating considering the noise in datasets can make

the model less sensitive to perturbations as well.

• Jointly considering the accuracy and avg-max 𝑞, FM-RT achieves

the best robustness while its accuracy is competitive to other ro-

bust training methods. For example, when the factor is 64, FM-RT

improves the avg-max 𝑞 over the strongest baselines by +35.92%,

+64.97%, and +39.42% in Frappe, Amazon, and Yelp, respectively.

Meanwhile, compared the FM (i.e. the highest accuracy among all

models), it only sacrifices -1.38%, -1.51%, -2.13% of the accuracy

in Frappe, Amazon, and Yelp, respectively. The improvement can

be attributed to that FM-RT forces the model to predict the right

label for not only the normal instances but also their worst-cases.

4.2.2 Performance comparison w.r.t the number of certificated in-
stances. To better investigate the robustness of different approaches,
the number of certifiably robust and non-robust instances under

different perturbation budgets are displayed in Fig. 5 and Fig. 4

respectively. We find that:

• Compared to the robust training method, the number of certifi-

ably robust instances of FM quickly drops to zero. For example,

in Frappe, the number of instances that are certifiably robust

is near zero when the perturbation number is 4. Similarly, its

number of certifiably non-robust instances goes to one when

the perturbation number is 5. These results indicate FM employ

traditional training is non-robust.

• FM-RT consistently outperforms other methods. When the per-

turbation number increases, the certifiably non-robust number of

compared models increases faster than FM-RT. Analogously, the

certifiably robust number of compared models drops faster than

FM-RT. These results demonstrate that exploiting the worst-case

perturbation for training greatly facilitates the model robustness.

4.3 The Tightness of Certificates (RQ2)
The tightness of the certificate is an important metric to demon-

strate how well our method approximates the worst-case pertur-

bation. The robustness of more instances we certificate (robust or

non-robust), the better our method approximates the worst-case

perturbation. Towards this end, we display the number of instances

that can be certificated (robust or non-robust) and can not be cer-

tificated under different perturbation budgets in Figure 6. The blue

and orange area denotes the certifiably robust and non-robust in-

stances respectively. The white area denotes the instances whose

robustness can not be certificated. Based on the Fig. 6, we observe

that:

As Fig. 6 shows, the robustness of most instances is certificated,

demonstrating the effectiveness of our certificate. Furthermore,

when the perturbation budget is small, almost all the instances are

certificated. With the perturbation budget increasing, the number

of instances whose robustness can not be certificated first increases

then decreases. Finally, all the instances are certifiably non-robust.

The reason is that the perturbation space increases rapidly when

the perturbation budget enhances. Thus it becomes more difficult to
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Figure 4: The number(%) of verified non-robust instances under different perturbation budgets: the number of certifiably non-
robust instances after our robust training is less than the compared methods.
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Figure 5: The number(%) of verified robust instances under different perturbation budgets: the number of certifiably robust
instances after our robust training is larger than the compared methods.
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Figure 6: The number(%) of verified instances under different perturbation budgets after our robust training. The blue and
orange area denotes the certifiably robust and non-robust instances respectively. The write area denotes instances that can
not be certificated robust or non-robust. The robustness certificates of most instances are given.

approximate the possible perturbations set. At last, the non-robust

certificate is strong enough to certificate all instances non-robust.

4.4 The Effect of Hyper-parameters(Q3)
Our method introduces a hyper-parameter 𝑞 to control the worst-

case perturbation during the training procedure. To investigate how

the hyper-parameter 𝑞 affects the model performance, we search it

in the range of [1, 2, 3, 4]. Table 3 summarizes the result of avg-max

𝑞 and accuracy under different training 𝑞 where RT-𝑞 indicates

robust training used the perturbation budget 𝑞. Furthermore, Fig-

ure 7 displays the number of robust and non-robust instances of

RT-𝑞. Jointly analyzing Table 3 and Fig. 7, we have the following

observations:

• Increasing the perturbation budget 𝑞 which the model is training

with leads to a more robust model. As can be seen from the ex-

perimental results, under all circumstance, training used a larger
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Figure 7: The number(%) of certifiably non-robust and ro-
bust instances when varying perturbation 𝑞 used in our ro-
bust training.

𝑞 can achieve a larger avg-max 𝑞 and increase the number of

certifiably robust instances (meanwhile, the number of certifiably

non-robust instances decreases). The improvement is because

that during the training process, the model trained with bigger 𝑞

are forced to predict the label against a stronger perturbation.

• Training used a large 𝑞 will hurt the model accuracy. For example,

test accuracy drops from 92.81% to 91.58% on Frappe when going

from𝑞 = 1 to𝑞 = 4. The reason is that during the training process,

we force the worst-case of training instances to have the same

label of them (See equation (13)). The assumption may not work

when the perturbation number increases. Thus, it is important to

tune the hyper-parameter 𝑞 to trade off accuracy and robustness.

5 RELATEDWORK
In this section, we review existing work on adversarial robust-

ness on machine learning models and robust factorization machine

which are most relevant with our work.

Adversarial robustness for machine learning models. Machine

learningmodels against adversarial perturbations have been studied

extensively [13, 23]. Multiple heuristic methods [4, 11, 29, 30, 35, 36]

have been proposed to improve the adversarial robustness. How-

ever, these approaches are often broken by new attack methods.

Therefore, recent studies [1, 3, 6, 9, 12, 19, 25, 32, 38] have focused on

Dataset Metric RT-1 RT-2 RT-3 RT-4

Frappe Avg-max 𝑞 4.46 5.26 5.49 6.64

Acc. 92.82 92.58 92.09 91.58

Amazon Avg-max 𝑞 4.84 6.21 7.44 8.28

Acc. 74.02 73.77 73.49 73.01

Yelp Avg-max 𝑞 2.39 3.36 3.72 4.78

Acc. 79.40 77.73 77.60 75.41

Table 3: The performance comparison of varying perturba-
tion 𝑞 used in our robust training: when the perturbation
number increases, the model robustness enhances and the
accuracy decrease.

the provable robustness which guarantees that no perturbation in a

specific perturbation space can change an instance’s prediction. The

certifiable robustness has been explored to improve the robustness

of various models including fully connected neural network [9],

convolutional neural network [12], graph neural network [3, 38],

and decision tree [1, 6]. Recently, several works [8, 14, 18, 34] have

started to analyze the adversarial robustness of information re-

trieval models. For example, Goren et al.[14] address the robustness

of learning-to-rank-based ranking functions under adversarial doc-

ument manipulations. Christakopoulou and Banerjee[8] propose

an adversarial attack algorithm on oblivious recommender systems

via generating fake user profiles.

Despite great success, currently there is no robustness certifi-

cate for the factorization machine which is an important model

in recommender systems. Due to the considered features of FMs

are binary, the design of most robustness certificates [19, 25, 32]

can not be applied. Although the work [38] has proposed to deal

with the discrete feature on graph convolutional network via con-

structing a convex relaxation for computing a lower bound on the

worst-case margin, it is inappropriate to extend it on the FM since

it is non-convex.

Robust factorization machine. Recent papers [22, 24] have started
to investigate perturbations on factorization machines [26]. The

first robust factorization machine [24] models the perturbation via

adding data uncertainty (e.g. Gaussian or Poisson perturbations) on

input signals. The other method [22] considers another situation

that there exist noisy training instances (i.e. the labels of input

features are wrong), which is different from the problem we dis-

cuss in this paper. We show that these robust training methods are

insufficient to address the discrete adversarial perturbation on in-

stances’ features. By slightly injecting user-item interactions, their

prediction of most instances can be changed.

6 CONCLUSION AND FUTUREWORK
This work contributes the first work on certifying the robustness

of FMs, considering the binary perturbation on instances’ feature

vectors. By sequentially selecting the worst-case perturbation and

relaxing the dependence between features, we develop approxi-

mated solutions to certificate the robustness of FMs. We show that

current FMs and the existing robust training methods are vulnera-

ble to such perturbations. To learn a robust model, we propose a

novel robust training that minimize the worst-case loss obtained

by the robust certificate. Extensive experiments demonstrate that



our model is more robust. Simultaneously, the results show that

our certificates are tight since the robustness certificates of most

instances are given.

In future, we plan to extend our work in following directions: 1)

We will jointly consider the case that flipping 0 and 1 components

of feature vectors in the future. 2) we are interested in whether the

same phenomenons exist when modifying other fields of features

(e.g the social relations of users). 3) we will test whether the deep

model such as the neural factorization machine [17], deepFM [15],

or deep&cross network [31] is vulnerable to such types of pertur-

bations and further develop a robustness analyzer for these deep

models.
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