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ABSTRACT
Learning on Graphs (LoG) is widely used in multi-client systems

when each client has insufficient local data, and multiple clients

have to share their raw data to learn a model of good quality. One

scenario is to recommend items to clients with limited historical

data and sharing similar preferences with other clients in a social

network. On the other hand, due to the increasing demands for

the protection of clients’ data privacy, Federated Learning (FL) has

been widely adopted: FL requires models to be trained in a multi-

client system and restricts sharing of raw data among clients. The

underlying potential data-sharing conflict between LoG and FL is

under-explored and how to benefit from both sides is a promising

problem. In this work, we first formulate the Graph Federated

Learning (GFL) problem that unifies LoG and FL in multi-client

systems and then propose sharing hidden representation instead

of the raw data of neighbors to protect data privacy as a solution.

To overcome the biased gradient problem in GFL, we provide a

gradient estimation method and its convergence analysis under the

non-convex objective. In experiments, we evaluate our method in

classification tasks on graphs. Our experiment shows a good match

between our theory and the practice.
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1 INTRODUCTION
Learning on Graphs (LoG) in multi-client systems has extensive

applications such as Graph Neural Networks (GNNs) for recom-

mendation [6, 7, 35, 36], finance [24, 34], and traffic [3, 39]. The key

to the success of LoG is sharing local raw data between clients. For

example, when recommending items to users with insufficient local

data, data sharing from their friends with similar preferences in a

social network can improve the performance of recommendation
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models. On the other hand, Federated Learning (FL) is widely ex-

plored due to its protection of data privacy, especially in medical

fields [38], mobile device fields [10, 23], and Internet of Things (IoT)

fields [25]. In FL, models are trained without data sharing among

clients to protect clients’ local data privacy. As a consequence, com-

bining FL and LoG in multi-client systems faces a fundamental

conflict in data sharing.

Aswe know, considerable works are combing Federated Learning

and Graph Machine Learning. One attractive research line is using

FL to train GNNs [33, 43]. In addition, [27, 36] use FL to train GNN-

based models to address specific real-world applications. [11, 42]

summarises current efforts on FL over graphs, including the above

literature. However, most current works did not utilize the network

of clients in the system and failed to protect the privacy of the nodes

in the network. In other words, previous literature never models FL

clients as nodes in GNNs on multi-client systems. Besides, all these

works are application-oriented without a theoretical guarantee.

Therefore, fundamental data sharing conflict remains unsolved.

Such significant conflict motivates our investigation of the con-

struction of Graph Federated Learning (GFL) inmulti-client systems:

Can we formulate a GFL framework to address the data shar-
ing conflict, paired with theoretical and empirical supports?
We aim to deliver a generic framework of GFL. Our work focuses

on the centralized federated learning setting while data collected

by clients are Non-IID distributed.

Contributions. We formulate the GFL problem for a graph-

based model in multi-client systems. To address the data sharing

conflict, we propose an FL solution with the hidden representa-

tion sharing technique, which only requires the sharing of hidden

representations rather than the raw data from the neighbors to

protect data privacy on multi-client systems. A technical challenge

arises since the hidden representations are only exchanged dur-

ing communication between clients and the central server, making

unbiased gradient estimation becomes impractical. As a remedy,

we provide a practical gradient estimation method. Moreover, a

convergence analysis with non-convex objectives of the proposed

algorithm is provided. To the best of our knowledge, this is the

first theoretical analysis for FL with a graph-based model. We pro-

pose GFL-APPNP and empirically evaluate the proposed method

for several classification tasks on graphs, including deterministic

node classification, stochastic node classification, and supervised

classification. Our experiments show that the proposed method

converges and achieves competitive performance. Additionally, the
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results provide a good match between our theory and practice. The
contributions in this paper are summarized as follows:

� Formulate the GFL problem to model FL clients as nodes in
LoG on multi-client systems.

� Propose FL solution with hidden representation sharing for
GFL problem to resolve data sharing con�ict.

� Provide theoretical non-convex convergence analysis for
GFL.

� ProposeGFL-APPNPand empirically show the proposed al-
gorithm is valid and has competitive performance on classi-
�cation tasks.

2 RELATED WORKS
Federated Learning for GNNs. How to utilize the FL technique to
train GNNs is an interesting topic that attracts lots of attention from
researchers. For instance, [33] focuses on graph semi-supervised
learning via meta-learning and handles testing nodes with new label
domains as well as leverages unlabeled data. [43] proposes federated
learning to train GNNs by dividing a large graph into subgraphs.
[37] considers an FL solution to train GNNs for the entire graph
classi�cation. [12] proposes decentralized periodic SGD to solve the
serverless Federated Multi-Task Learning for GNNs. [27] Proposes a
GNN-based federated learning architecture for spatio-temporal data
modeling. [36] puts forward a decentralized federated framework
for privacy-preserving GNN-based recommendations. However,
[11, 33, 37, 43] assume each client has its own graphs and [27, 36]
use federated learning to train GNN-based model. None of these
works is federated learning to train GNNs on multi-client systems
with the protection of node-level privacy, which is addressed by
our work.

Personalized Federated Learning. The conventional FL ap-
proach faces a fundamental challenge of poor performance on
highly heterogeneous clients. Previous works [21, 22] provided
solutions to tackling Non-IID data across clients. Recently, inspired
by personalization, research on personalized federated learning
has developed rapidly [5, 26, 31]. Particularly, personalization with
graph structure to tackle heterogeneity in FL is highly related to our
work. For example, [29] proposesMOCHAwhich uses a graph-type
regularization to control the parameters and perform a prime-dual
framework, and [9] provides a similar regularizer to the multitask
learning. [31] considers an implicit model where personalized pa-
rameters come from a Moreau envelope and this idea recently has
got generalized to graph Laplacian regularization [4]. [19, 20] as-
sumes that there is a common parameter shared across the network
when each node of the graph is viewed as a federated learning client
that generates independent data. All these works are model-level
personalization based on graphs such as graph regularization while
LoG encourages data-level sharing.

Notations. Let »=¼be the setf 1•2• ”””•=g. Vectors are assumed to
be column vectors.1 is a vector with all ones.Ois the identity matrix
with appropriate dimension.k�k is assumed to be the2-norm. For a
matrix G, _<0G ¹Gº is the maximum eigenvalue ofG andGy is the
Moore�Penrose inverse ofG. O¹�º is the big-O notation.

3 GRAPH FEDERATED LEARNING
3.1 Preliminaries
Federated Learning. In typical FL, multiple clients collectively
solve a global task. Our work focuses on the centralized setting
with a central server, and we consider the following consensus
optimization problem:

min
]

� ¹] º :=
1
#

#Õ

: =1

� : ¹] º (1)

where# is the number of clients and] is the model parameter.
� ¹] º is the global loss function and� : ¹] º is the local loss func-
tion. For client: , it has access only to its local data and conducts
local update] Ç 1

:  ] C
: � [ gC

: wheregC
: := r �̂ : ¹] C

: º is the sto-
chastic gradient estimator ofr � : ¹] C

: º and[ is the learning rate.
Throughout our work,r is gradient w.r.t model parameter] . De-
note� as the number of local updates between two communication
rounds. During the FL process, after� steps of local update, the
central server aggregates the latest models from clients according
to FedAvg[17]: �] C= 1

#
Í #

: =1 ] C
: .

Statistical Heterogeneity. The goal of FL is to minimize the
global loss on the average data distribution across clients, as shown
in Eq.(1). However, in most substantial applications of FL, clients
collect data in a Non-IID distributed manner, leading to a funda-
mental statistical heterogeneity/shift problem in FL [14, 21]. [5, 18]
have suggested quanti�cation of statistical heterogeneity. In this
paper, we use the term "level of statistical heterogeneity" to describe
how large the statistical shift is across clients.

3.2 GFL Problem Formulation
The topological structure which describes the Non-IID relationship
among clients' distributions is an undirected graph denoted as
G = ¹V •Eº whereV is a set of# clients andE is a set of edges. The
adjacency matrix ofG is denoted asG 2 f0•1g# � # . Throughout
this paper, nodes in graphG are referred to as clients. Furthermore,
denote� G = ¹^ •_º 2 X# � ¹ 3¸ 2º as the data matrix wherê 2
R# � 3 is the feature matrix with the number of features3 and_ 2
R# � 2 is the label matrix with the dimension of label2. To formulate
the GFL problem generally, consider� G as a random matrix from
a distributionD G which depends onG, that is,� G � D G. More
speci�cally, we de�ne the: -th row vector of � G as/ : := ¹x: •~: º
wherex: is the feature vector and~: is a vector of labels in client
: . Thus� G is the random data matrix whose rows are correlated
and the relationship between/ : is described by graphG. Here
we assume that graph structureG is deterministic. With these
notations, the GFL problem is de�ned as:

min
]

1
#

#Õ

: =1

� : ¹] º•where� : ¹] º := E»5: ¹] ; � Gº¼• (2)

and 5: ¹] ; � Gº is the local loss after observing data matrix� G,
indicating the local objective function of client: depends not only
on the data collected by the: -th client but also the data from other
clients. This is the key di�erence between GFL and conventional
FL. As our discussion inx1, this crucial di�erence induces the
data-sharing con�ict. Therefore, we propose the following hidden
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Figure 1: (a) four steps in each communication round: (i) Uploading models. (ii) Broadcasting aggregated model. (iii) Uploading
hidden representations. (iv) Broadcasting hidden representations. (b) global encoder 	 � is shared since the same task is shared
among clients. This is why FedAvgcan be utilized in this multi-clients system. The personalized aggregator 	 G accounts for the
statistical heterogeneity across clients.

representation sharing method to address the challenge of data-
sharing con�ict in the GFL problem.

3.3 Hidden Representation Sharing
Our proposal is using hidden representation. The hidden represen-
tations are allowed to be shared across clients in networkG, and
a neighborhood aggregator is applied to these hidden representa-
tions of all nodes. For client: , de�ne its hidden representationh:
as follow

h: = 	 � ¹x: ; ] � º (3)

where	 � ¹�; ] � º is a hidden encoder such as the multi-layer percep-
tron (MLP) parametrized by] � . The hidden representation matrix
is denoted asN 2 R# � 3� where the: -th row vector ofN is h: and
3� is the dimension of the hidden representations. Graph represen-
tations are de�ned by neighborhood representation aggregation of
N:

` = 	 G¹N;] Gº (4)

where	 G¹�; ] Gº is a neighborhood aggregator parametrized by
] G. ` 2 R# � 3I is the graph representation matrix whose: -
th row vector is denoted asz: and 3I is the dimension of the
graph representations. In most classi�cation tasks,3I = 2. Model
parameter] = ¹] � •] Gº> is the concatenate of] � and ] G.
With these privacy-preserving representations, loss function for
the corresponding graph federated optimization can be express as,
5: ¹] ; � Gº := � ¹~: •z: º where� is the pre-speci�ed loss function
such as cross entropy for classi�cation task.

Remark 1. The explication in Figure 1 shows that the hidden
encoder is a global model which facilitates the involvement of FL,
while the neighborhood aggregator is the personalized model which
accounts for statistical heterogeneity. Intuitively,	 � contributes to
privacy protection and representation extraction. Meanwhile,	 G
serves as modeling the heterogeneity using graphG. Note that if
we set	 G as the identity mapping (ignore the graph information),
our solution reduces to the conventional FL solution to learn a global
model	 � . In addition, whenG does not fully capture the relationship

across clients,] G serves as weights for adjusting the neighborhood
aggregation level usingG.

3.4 Gradient Estimation
In practice, to solve the GFL problem by gradient-based methods,
the unbiased stochastic gradientr 5: ¹] ; � Gº of client : depends
on data from all nodes in the networkG (E»5: ¹] ; � Gº¼= � : ¹] º).
However, since FL restricts the data-sharing,r 5: ¹] ; � Gº is inac-
cessible. Another estimation ofr � : ¹] º for local updates must be
raised. In the proposed hidden representation sharing method, lo-
cal information is exchanged as a function off h9•r h9g#

9=1 during
the interactions between clients and the central server. In other
words, if the client: can accessf h9•r h9g#

9=1, the unbiased esti-
mator r 5: ¹] ; � Gº is accessible. Formally, with the shared hidden
representations,r 5: ¹] ; � Gº can be expressed as a function of hid-
den representations:r 5: ¹] ; � Gº = q: ¹h1• ”””•h# º. Note thatr h9
is also a function ofh9 and we consider the case that estimating
r h9 is completely based on an estimator ofh9. Furthermore, de�ne
ĥ9! : as the estimation of the hidden representationh9 for client : .
Then the biased estimator ofr � : ¹] º is,

r 5̂: ¹] ; / : º = q: ¹ĥ1! : • ”””•̂h# ! : º, 8: 2 »# ¼” (5)

The strategy to design estimator̂h9! : depends on the concrete
scenario. Inx5, we provide gradient compensation strategy with
theoretical analysis in Appendix A.1 and the empirical results of this
biased estimation strategy is provided inx6. In practice, the estima-
tor of r � : ¹] º is the batch mean of biased stochastic gradients. For-
mally, supposeB: := f / :•Bgj B: j

B=1 is the mini-batch with batch size
jB: j for some local update in client: . r 5̂: ¹] ; / :•Bº is the estimated
gradient which depends on the example/ :•B. Batch mean of biased
stochastic gradients is de�ned asr �̂ : ¹] º := 1

j B: j
Í

B2B:
r 5̂: ¹] ; / :•Bº.

Privacy in GFL. FL and GFL require the protection of node-
level privacy: client can not share their own collected data with
both other clients and the central server directly. However, directly
sharingf h9•r h9g#

9=1 raises the concern about raw data recovery
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by untrustworthy clients or the central server. Our proposed so-
lution does not violate node-level privacy even though we allow
sharing hidden representations and the corresponding gradients
during the communication between clients and the central server.
By using the personalized neighborhood aggregator, clients will
not receivef h9•r h9g#

9=1 directly, making the raw data recovery
infeasible. In addition, the concern about the unreliable server can
be addressed by better design of the central server or adding noise
to the gradients.

3.5 Graph Federated Learning Procedure
A framework of communications in GFL with hidden representation
sharing is described in Figure 1. An concrete example is Algorithm
1 introduced inx 5.2. Steps at each communication round are:

(1) Uploading Models: Clients parallelly upload the latest mod-
els to the central server.

(2) Centralizing Models: Central server aggregates models by
FedAvgand broadcasts the aggregated result.

(3) Uploading Hidden Representations: Clients compute es-
timated hidden representation and their gradient using the
received aggregated model in step (2) and then parallelly
upload them to the central server.

(4) Broadcasting Hidden Representations: Central server
allocates estimated hidden representation and their gradients
and broadcasts the aggregated ones to clients.

(5) Local Updates: Clients parallelly perform local updates for
� times.

4 THEORETICAL ANALYSIS
4.1 Assumptions

Assumption 1. (Smoothness) Local loss function� : is di�eren-
tiable and assumed to be smooth with constantd5, 8: 2 »# ¼. For-
mally, 8] •] 0, 9d5 ¡ 0 such that




 r � : ¹] º � r � : ¹] 0º




 � d5




 ] � ] 0

 ” (6)

Assumption 2. (Bound for Hidden Representation Estimation)
Hidden Representationh9 of client9is estimated bŷh9! : for local
updates at client: . The mean squared error of estimation is bounded
in the following sense:89• : 2 »# ¼, 9f 2

9 ¡ 0andf 2
� :=

Í #
9=1 f 2

9 such
that,

E»





 ĥ9! : � h9







2
¼ � f 2

9” (7)

Assumption 3. (Graph Smoothing on Gradients) GraphG =
¹V •Eº is connected graph and9^2 ¡ 0 such that8] ,

Õ

¹8•9º 2 E




 r � 8¹] º � r � 9¹] º




 2 � ^2” (8)

Assumption 4. (Bounds for Stochastic Gradient)
(i) (Bounded Variance) Variance of unbiased stochastic gradientr 5: ¹] ; � Gº
is bounded. Formally,9f 2

G ¡ 0 such that8] ,

#Õ

: =1

E»



 r 5: ¹] ; � Gº � r � : ¹] º




 2¼ � f 2

G” (9)

(ii) (Smoothness) Denoter 5: ¹] ; � Gº = q: ¹h1• ”””•h# º. Assume for
any : 2 »# ¼, q: satis�es that8h8•h0

8 and8 2 »# ¼, 9dq ¡ 0 such

that,




 q: ¹h1• ”””•h# º � q: ¹h0

1• ”””•h0
# º




 � dq

� #Õ

8=1




 h8 � h0

8



 �1•2” (10)

Interpretation of Assumptions. (i) Assumption 1 is commonly
assumed in the literature on nonconvex optimization and FL. (ii)
Assumption 2 is the goodness of hidden representations estimation.
f 2

9 represents the estimation error of̂h9! : andf 2
� quanti�es the

total estimation error. (iii)̂ 2 in Assumption 3 quanti�es this sta-
tistical heterogeneity among clients by considering the network
structure which captures the relationship among clients' distribu-
tions. A previous work [5] shows that there is a connection between
data distribution shift among clients and the gradient shift among
clients. (iv) Assumption 4 ensuresr 5: ¹] ; � Gº satis�es two prop-
erties. First, it has a bounded variance (f 2

G) which is commonly
presumed in previous works. The second one is a sense of smooth-
ness ofr 5: ¹] ; � Gº in terms of a function of hidden representations
with smoothness quanti�ed bydq .

4.2 Convergence Analysis
Theorem 4.1.Consider GFL optimization problem(2)under As-

sumptions 1, 2, 3 and 4. Use the federated learning procedure described
in x 3. Suppose[ and� satis�es�[ 2 Ÿ 1•13d2

5, then for all) � 1, we
have

1
)

) � 1Õ

C=0

E»





 r � ¹ �] Cº







2
¼ �O¹

1
[)

º ¸ O¹
� 2[ 2f 2

G

#
º

¸O¹ � 2[ 2f 2
� º ¸ O¹

� 2[ 2^2_max¹H# Ryº
#

º

(11)
WhereH# := 1

# O� 1
# 2 11> andRis the Laplacian matrix ofG.

Corollary 4.2. Under the setting of Theorem 4.1. Suppose learning

rate is chosen as[ =
p

#p
)

and removing smoothness constantsd5 and

dq , we have

1
)

) � 1Õ

C=0

E»





 r � ¹ �] Cº







2
¼= O¹

1
p

#)
º ¸ O¹

# � 2

)
º ¸ O¹

_max¹H# Ryº� 2

)
º

(12)

Remark 2. According to our Theorem 4.1 and Corollary 4.2, when
f 2

� = 0, that is, ignoring the node-level privacy issue and access to
the unbiased stochastic gradient, our convergence result matches the
rate of the previous works [13, 30, 41] with the gradient deviation
among clients is described by a graph structure. For the e�ect from
graph structure, since_max¹H# Ryº is an indication of the connectivity
of graphG with normalized by averaged aggregationH# (large
_max¹H# Ryº means a bad connectivity and high level of statistical
heterogeneity), we can expect that a graph with good connectivity
ensures a better performances as shown in Figure 2. This observation
matches our intuition that smaller level of statistical heterogeneity in
FL secures a better performance. Moreover, our Corollary 4.2 keep the
linear speed up (w.r.t number of clients) when� = 1 [40].
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