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Abstract
In e-commerce, product descriptions and other forms of copywrit-
ing play a critical role in shaping consumer purchasing decisions.
However, manually crafting such content is both time-consuming
and costly, particularly given the vast and diverse item catalogs.
Recent advances in large language models (LLMs) have transformed
automated text generation, offering immense potential to stream-
line this process. Despite their capabilities, LLMs continue to face
obstacles in e-commerce applications, including a lack of diver-
sity and an inability to fully grasp the nuanced details of specific
items. To address these limitations, we propose a novel framework
that integrates graph-based knowledge into Retrieval-Augmented
Generation (RAG) to enhance content generation. Our approach
leverages user reviews to construct an item-feature graph, cap-
turing both explicit and implicit connections between items and
features. This structured representation enables the retrieval of
diverse, contextually relevant, and factually grounded information,
effectively addressing key deficiencies of existing methods. With
the constructed graph, we design a graph traversal mechanism
that explores a broader range of item-related features, augmenting
the generation process with more varied and informative inputs.
Extensive experiments demonstrate that our method significantly
improves diversity while preserving fidelity, marking a major ad-
vancement in automated e-commerce content generation.
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Figure 1: E-commerce content generated by our method in-
corporates more features traversed from the graph, leading
to greater diversity.

ACM Reference Format:
Jiaxi Yang, Yiling Jia, Carl Yang, Yi Liang, and Lu Lin. 2025. Boosting E-
commerce Content Diversity: A Graph-based RAG Approach with User Re-
views. In Proceedings of the 31st ACM SIGKDD Conference on Knowledge Dis-
covery and Data Mining V.2 (KDD ’25), August 3–7, 2025, Toronto, ON, Canada.
ACM,NewYork, NY, USA, 12 pages. https://doi.org/10.1145/3711896.3736864

1 Introduction
In e-Commerce, well-crafted content is essential for delivering item
information and supporting informed decision-making. Tradition-
ally, this content has been created manually, a time-consuimg and
resource-intensive process, particularly asmodern e-commerce plat-
forms manage vast and ever-expanding item catalogs [12]. With
millions of items across diverse categories, relying solely on manual
efforts is unsustainable, making automated content generation a
critical area of research [15, 31, 33].

Recent advances in large language models (LLMs) have revolu-
tionized automated text generation, offering the potential to scale
the creation of item descriptions while maintaining contextual rel-
evance [24]. However, directly using LLMs to e-commerce content
generation presents significant challenges. One major issue is the
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lack of diversity in generated content, which often results in repeti-
tive, overly generic descriptions that fail to capture the multifaceted
nature of the items. Additionally, LLMs typically rely on pre-learned
internal knowledge, limiting their ability to incorporate dynamic
or domain-specific information, such as evolving item attributes or
user feedback.

A promising solution is Retrieval-Augmented Generation [2, 9,
10, 17], which augments LLMs with external knowledge sources to
improve both relevance and factual grounding. In e-commerce, user
reviews serve as a valuable external knowledge source, providing
diverse, authentic insights into item features. These reviews often
capture important details, such as item strengths, weaknesses, and
situational use cases, that are essential for creating rich and infor-
mative content. However, directly applying RAG to unstructured
reviews data is challenging due to the absence of an explicit rep-
resentation of relationships between products and their features,
which can lead to suboptimal retrieval and limited diversity in
generated content.

In this paper, we propose a novel graph-based RAG framework
that transforms unstructured user reviews into structured item-
feature graph, enabling more effective retrieval and generation of
diverse e-commerce content generation. Specifically, we extract
the relationship between item and their features by analyzing user
reviews, e.g., how frequently specific features are mentioned in re-
lation to each product. For example, if multiple reviews frequently
mention features such as “battery” or “display quality” in associa-
tion with an item, these associations are encoded as connections
within the graph. Additionally, we capture the co-occurrence of
features within reviews to model correlations between them.

This graph enables the retrieval process to provide more di-
verse, contextually relevant, and factually grounded inputs to the
LLMs. Furthermore, we introduce a graph traversal mechanism
that dynamically explores a wide range of item-related features
during retrieval. This approach ensures that the generated content
highlights multiple perspectives and nuanced details of items, im-
proving user engagement and the overall comprehensiveness of
descriptions. Extensive experiments demonstrate that our method
significantly improves the diversity and informativeness of gener-
ated content while maintaining high levels of factual accuracy and
coherence.

The contributions of our paper are as follows:
• We propose a graph-based RAG framework that captures
both explicit and implicit relations between items and their
feature, enhancing the diversity for automating e-commerce
content generation.
• To further improve diversity, we design a graph traversal
mechanism that dynamically explores a broad set of item-
related features, enriching the input for LLM-based content
generation while preserving factual accuracy.
• We conduct extensive experiments demonstrating that our
method significantly improves the diversity and informative-
ness of item description generation while maintaining high
faithfulness and coherence.

2 Related Work
2.1 E-commerce Content Generation
Early studies focused on generating high-quality content in e-
commerce and improving customer experience by utilizing nat-
ural language generation frameworks that combined statistical
approaches with manually crafted structures [29]. With the rise
of neural networks, researchers introduced various deep learning
frameworks to harness their computational power and generate
e-commerce content directly from data [33, 34]. As neural network-
based methods advanced, researchers began to explore personal-
ization as a key focus, with many studies leveraging user feedback,
such as clicks or purchase history, to tailor e-commerce content
that align closely with individual preferences [7, 19, 31]. A gated
pointer-generator transformer has been proposed, integrating user
attributes and product features through a select-attention mecha-
nism and a copy mechanism to generate personalized e-commerce
content with high faithfulness and quality [19]. Similarly, the Per-
sonalized Answer Generation (PAGE) method leverages historical
user-generated content for multi-perspective preference modeling,
combining knowledge-level, aspect-level, and vocabulary-level per-
sonalization [7]. Wang et al., [31] propose a reinforcement learning
approach with attention-based neural networks to align generated
descriptions closely with user click patterns, enhancing both per-
sonalization and relevance. Rather than personalization, ensuring
the faithfulness of generated e-commerce content has also been a
key focus in some studies [15]. Chan et al., [3] propose a fidelity-
oriented approach to product description generation that incorpo-
rates entity-label-guided LSTMs and a keyword memory, explicitly
aligning the generated content with product attributes to improve
faithfulness. Guo et al., [11] introduce a prefix-based controllable
product copywriting framework that ensures generated descrip-
tions faithfully align with product characteristics. ModICT [18]
ensures faithfulness by leveraging multimodal in-context refer-
ences, integrating visual features and marketing keywords to align
generated descriptions with product-specific attributes.

Although personalization and faithfulness are essential, theworks
mentioned above are orthogonal to ours, which focus on enhancing
diversity in e-commerce content generation. The limited existing
studies such as [25] attempt to balance diversity and faithfulness by
introducing controllable generative models named Apex. Besides,
by utilizing graph attention mechanims for product-related knowl-
edge retrieval and combing with individual information, DeepDe-
pict [12] achieves diversity and personalization enhancement. Sim-
ilarly, KOBE [4] achieves personalization and diversity by fusing
user clicks and product attributes with external knowledge using
bidirectional attention mechanisms. However, their performance is
limited by the effectiveness of information extraction and text gen-
eration capabilities. Moreover, they highly depend on user-specific
information, such as user click data, while our approach releases
this and is more available or practical in scenarios with sparse user
data or privacy restrictions.

2.2 Retrieval-Augmented Generation (RAG)
RAG-based LLMs have emerged as a promising solution to miti-
gate hallucination by grounding outputs in factual data retrieved
from external knowledge sources [9]. This approach enhances the
reliability and credibility of text generation by aligning generated



Boosting E-commerce Content Diversity: A Graph-based RAG Approach with User Reviews KDD ’25, August 3–7, 2025, Toronto, ON, Canada

1. Feature Extraction

User Review Corpus

Clustering

FeatureItem

2. Graph Construction

3. Graph-based RAG for Diverse E-Commerce Content Generation

V1

V2
V3

V4

Figure 2: Framework of our method including feature extraction (Sec. 3.1), item feature graph construction (Sec. 3.2), graph
exploration (Sec. 3.3), and e-commerce generation generation (Sec. 3.4).

content with accurate and up-to-date information. To further en-
hance the reasoning capability, more recent studies attempt to
incorporate Knowledge Graph (KGs) to help improve LLM reason-
ing [13, 26]. For instance, GNN-RAG [23] integrates Graph Neural
Networks (GNNs) into RAG to retrieve multi-hop reasoning paths
fromKGs, improving the reasoning ability of LLMswhile grounding
their outputs in factual data. G-Retriever [13] mitigates hallucina-
tion by employing a Prize-Collecting Steiner Tree optimization
to retrieve relevant subgraphs, enabling scalable and efficient rea-
soning for textual graph tasks while ensuring factual grounding.
Similarly, RoG [22] uses LLM-based retrievers to generate plausible
relation paths for KG retrieval, ensuring accurate knowledge extrac-
tion for reasoning tasks. The Knowledge-Driven Chain-of-Thought
(KD-CoT) framework [30] further extends this by incorporating a
retriever-reader-verifier pipeline that interacts with external knowl-
edge, enabling LLMs to generate faithful reasoning steps and ef-
fectively address multi-hop knowledge-intensive tasks. However,
these approaches fail to address the need for diversity, making them
unsuitable for tasks like product description generation that require
varied and engaging outputs.

3 Methodology
Reviews are an essential source for feature extraction, as they cap-
ture user-generated insights that reflect diverse and real-world ex-
periences with the e-commerce item. These insights often highlight
a wide range of attributes, including item qualities, performance,
and limitations, providing a rich and varied resource for identifying
key features. To leverage this, we first extract features from user
reviews using an LLM and retain only the representative ones as
cluster medoids to reduce feature redundancy. Building on this,
we construct a heterogeneous graph that captures the relationship
between items and features by their co-occurrence in user reviews,
such that diverse feature aspects for each item can be accessible
by traversing the graph. Subsequently, by exploring the graph to

retrieve relevant features for RAG, we enable LLMs to generate e-
commerce content that is both diverse and grounded in factual item
attributes. The overview of our framework is shown in Figure 2.

3.1 Feature Extraction
User reviews provide valuable insights into item attributes, includ-
ing quality, functionality, etc. We use LLMs to extract key attributes
from user reviews, with the prompt shown in Figure 3. Specifically,
given the user review corpus for a set of items 𝑉 = {𝑣1, . . . , 𝑣 |𝑉 | },
each item 𝑣𝑖 is associated with reviews 𝑅𝑖 = {𝑟𝑖,1, . . . , 𝑟𝑖, |𝑅𝑖 | }. With
LLM-based extraction, each review 𝑟𝑖, 𝑗 is mapped to a subset of fea-
tures 𝑆𝑖, 𝑗 ⊂ 𝑆 , where 𝑆 denotes the complete feature set extracted
from the corpus. This naturally forms an item-feature graph linking
items 𝑣𝑖 to their associated features in 𝑆𝑖, 𝑗 .

Two key challenges arise with raw feature extraction: (1) the
large volume of reviews generates an extensive feature set |𝑆 |, lead-
ing to a complex graph, and (2) semantically similar or redundant
features inflate the graph unnecessarily, reducing its efficiency. To
address these challenges, we apply a clustering approach to group
similar features, eliminate redundancy, and maintain a more con-
cise, efficient graph representation. Specifically, we encode each

Target: Please extract all the item features mentioned in the
following user review, generalizing specific mentions to
broader categories where appropriate.

Input: [Reviews of the item].
Output: [Review Features].

Example:
Input: I love this laptop's sleek design and long battery life. 
However, … as I'd like.
Output: Design, Battery life, Screen brightness, …

Figure 3: Prompt of Feature Extraction.
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feature in a low-dimensional embedding space and cluster them
into groups. The cluster medoid serves as the most representative
feature for each feature group. This step results in a set of feature
medoids 𝑈 = {𝑢1, 𝑢2, ..., 𝑢 |𝑈 | }, and each feature medoid 𝑢𝑘 is the
center feature of a feature cluster 𝐶𝑘 ⊂ 𝑆 . The size of 𝑈 is much
smaller than 𝑆 , which offers a more practical construction of graph
as detailed in the next section.

3.2 Graph Construction
In the heterogeneous graph 𝐺 = {𝑉 ,𝑈 ,𝐴}, where the node set 𝑉
consists of item nodes, the node set 𝑈 consists of feature medoids,
and 𝐴 denotes the adjacency matrix, which consists of three types
of edges: 1) edges between feature medoids 𝑒𝑢↔𝑢 ; 2) edges between
items 𝑒𝑣↔𝑣 ; and 3) edges between feature medoids and items 𝑒𝑢↔𝑣 .
We attempt to calculate edge weights to capture the fine-grained
relational information between these nodes.

3.2.1 Edges between feature medoids. Edges between two fea-
ture medoid nodes capture the co-occurrence of these two represen-
tative features in user reviews, reflecting their relevancy. Consider
two feature medoids, 𝑢𝑖 and 𝑢 𝑗 , which are associated with feature
clusters 𝐶𝑖 and 𝐶 𝑗 respectively. Each cluster represents a group
of features derived from the feature extraction and clustering pro-
cess. When calculating the edge weight between nodes 𝑢𝑖 and 𝑢 𝑗 ,
we consider features in their associated clusters. Suppose cluster
𝐶𝑖 contains features 𝑠1, and cluster 𝐶 𝑗 contains features 𝑠2. If fea-
tures 𝑠1 and 𝑠2 co-occur in 𝑛 user reviews, then the edge weight
contributed by this feature pair is defined as 𝑛. The edge weight
between 𝑢𝑖 and 𝑢 𝑗 is then calculated as the sum of contributions
from all feature pairs across the two clusters:

𝑤 (𝑢𝑖 ,𝑢 𝑗 ) =
∑︁

𝑠1∈𝐶𝑖 ,𝑠2∈𝐶 𝑗
𝑛 (𝑠1, 𝑠2 ), (1)

where 𝑛(𝑠1, 𝑠2) is the number of reviews in which feature 𝑠1 and 𝑠2
appear together.

3.2.2 Edge between feature medoid and item. Edge between
feature medoid node 𝑢𝑖 and item node 𝑣 𝑗 captures the importance
of this feature aspect to describe the item. Consider an item 𝑣 𝑗
with reviews 𝑅 𝑗 . Suppose𝑚(𝑅 𝑗 , 𝑠𝑘 ) denotes the number of reviews
in 𝑅 𝑗 mentioning a feature 𝑠𝑘 ∈ 𝑆 . The edge weight between the
feature medoid 𝑢𝑖 and the item 𝑣 𝑗 is calculated as the total number
of reviews mentioning any feature in the cluster 𝐶𝑖 :

𝑤 (𝑢𝑖 , 𝑣𝑗 ) =
∑︁

𝑠𝑘 ∈𝐶𝑖
𝑚 (𝑅 𝑗 , 𝑠𝑘 ) . (2)

This weight reflects the relevance of the feature medoid 𝑢𝑖 to the
item 𝑣 𝑗 based on the feature’s appearance in this item’s reviews.

3.2.3 Edge between item and item. Edges between item nodes
represent their similarity based on shared features. The edge weight
between two items, 𝑣𝑖 and 𝑣 𝑗 , is determined by the number of
features they are both associated with. Let 𝑢𝑝 ∈ N (𝑣𝑖 ) denotes the
neighboring feature medoids of item node 𝑣𝑖 . The item-item edge
weight is given by:

𝑤 (𝑣𝑖 , 𝑣 𝑗 ) = | (∪𝑢𝑝 ∈N(𝑣𝑖 )𝐶𝑝 ) ∩ (∪𝑢𝑞 ∈N(𝑣𝑗 )𝐶𝑞) |, (3)

which captures the total number of features shared by the two items.
A higher weight indicates a stronger similarity between the two
items in terms of their associated clusters.

3.2.4 Edge Weight Normalization. To ensure consistency and
comparability across edges in the graph, we normalize edge weights
so that the total contribution of all edges connected to a node of
the same edge type is scaled proportionally. This normalization
ensures that the relative importance of edges is preserved, balancing
contributions from different nodes and preventing any node from
dominating the graph’s structure. For a feature medoids 𝑢𝑖 , the
weights of all edges 𝑒𝑢→𝑢 connecting 𝑢𝑖 to other feature medoid
nodes 𝑢 𝑗 are normalized as follows:

𝑤norm (𝑢𝑖 ,𝑢 𝑗 ) =
𝑤 (𝑢𝑖 ,𝑢 𝑗 )∑

𝑢𝑘 ∈N(𝑢𝑖 ) 𝑤 (𝑢𝑖 ,𝑢𝑘 )
, (4)

in whichN(𝑢𝑖 ) denotes the neighbors of feature medoids 𝑢𝑖 . Simi-
larly, the weight of edges between feature medoids and items 𝑒𝑢→𝑣
and item-to-item edges 𝑒𝑣→𝑣 are presented in equation (5) and (6)
respectively.

𝑤norm (𝑢𝑖 , 𝑣𝑗 ) =
𝑤 (𝑢𝑖 , 𝑣𝑗 )∑

𝑣𝑘 ∈N(𝑢𝑖 ) 𝑤 (𝑢𝑖 , 𝑣𝑘 )
. (5)

𝑤norm (𝑣𝑖 , 𝑣𝑗 ) =
𝑤 (𝑣𝑖 , 𝑣𝑗 )∑

𝑣𝑘 ∈N(𝑣𝑖 ) 𝑤 (𝑣𝑖 , 𝑣𝑘 )
. (6)

3.3 Graph-based Feature Retrieval
Similar items are more likely to share overlapping features, making
them an intuitive and effective starting point for traversal. Starting
from the most similar item node allows the exploration to efficiently
leverage existing feature relationships that are both contextually
relevant to the test item and conducive to enhancing diversity. Fol-
lowing this principle, for a given test item, we first identify its most
similar item node in the constructed graph 𝐺 by comparing their
item titles (e.g., comparing Sentence-BERT similarity embeddings)
and then we perform a 𝐾-step traversal to systematically explore
the graph for feature retrieval.

3.3.1 Objective of Feature Retrieval. We utilize𝑈visit to denote
the visited feature medoids set, which can be denoted as follows:

𝑈visit = {𝑢visit,1, 𝑢visit,2, ..., 𝑢visit,𝑘 } ⫅ 𝑈 , (7)
where 𝑈 denotes the coalition of all feature medoid nodes. And
we use 𝐻 (Vvisit) to represent the internal diversity of the visited
feature coalition in equation (8):

𝐻 (𝑈visit ) =
(
|𝑈visit |

2

)
·
∑︁

𝑢𝑖 ,𝑢 𝑗 ∈𝑈visit
𝑑𝑖𝑠𝑡 (𝐸 (𝑢𝑖 ), 𝐸 (𝑢 𝑗 ) ), (8)

in which 𝐸 (·) and 𝑑𝑖𝑠𝑡 (·, ·) denote a feature encoder and a distance
measurement separately. To enhance diversity, our initial goal is to
maximize the internal diversity within the visited feature medoid
coalition during graph traversal as shown in Eq. (9):

max
𝑈visit

𝐻 (𝑈visit ) = max
𝑈visit

(
|𝑈visit |

2

)
·
∑︁

𝑢𝑖 ,𝑢 𝑗 ∈𝑈visit
𝑑𝑖𝑠𝑡 (𝐸 (𝑢𝑖 ), 𝐸 (𝑢 𝑗 ) ) . (9)

However, solely focusing on diversity during traversal may lead
to irrelevant features, compromising the factual grounding of the
generated e-commerce content. To balance diversity and relevance
during the traversal, it is essential to incorporate edge weights
into the objective to account for relevance. Therefore, the problem
objective can be reformulated as:

max
𝑈visit

𝛼 · 𝐻 (𝑈visit) + (1 − 𝛼) ·
∑︁

𝑢𝑖 ,𝑢 𝑗 ∈𝑈visit
𝑤 (𝑢𝑖 , 𝑢 𝑗 ), (10)

in which 𝛼 is a weighting factor with 0 ≤ 𝛼 ≤ 1.
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Algorithm 1 Graph-based RAG for Diversified E-commerce Con-
tent Generation
Input: Review set R, test item 𝑣target, number of retrieved features

𝑇

Output: E-commerce content of item 𝑣target
1: Step 1: (Pre-computed) Graph Construction
2: Initialize feature set 𝑆 = ∅
3: for 𝑟 in R do
4: Extract features 𝑆𝑟 from 𝑟 by LLMs.
5: 𝑆 ← 𝑆 ∪ 𝑆𝑟 .
6: end for
7: Obtain feature medoid set𝑈 by clustering features 𝑆 .
8: Add item nodes 𝑉 and feature medoids𝑈 to graph 𝐺 = (𝑉 ,𝑈 ).
9: Edge weights calculation for 𝑒𝑢↔𝑢 , 𝑒𝑢↔𝑣, 𝑒𝑣↔𝑣 by Eq. (1), Eq.

(2) and Eq. (3) with normalization.
10:
11: Step 2: Content Generation by Graph-based RAG
12: Retrieve the most similar item node 𝑣 𝑗 to 𝑣target.
13: Initialization:
14: Collect the set of neighbors 𝑁 (𝑣 𝑗 )
15: Compute 𝑓𝑣𝑗→𝑣𝑘 in Eq.(12) for all 𝑘 ∈ 𝑁 (𝑣 𝑗 )
16: Select the top 𝐾 features with the highest 𝑓𝑣𝑗→𝑣𝑘 values to

form set𝑈0
17: for 𝑡 = 1 to 𝑇 do
18: Initialize the set of candidate paths𝑈𝑡 = ∅
19: for each node 𝑢 ∈ 𝑈𝑡−1 do
20: Collect the set of neighbors N(𝑢)
21: for each𝑚 ∈ 𝑁 (𝑢) do
22: Compute 𝑓 in Eq.(12)
23: Add (𝑢,𝑚, 𝑓 (𝑢,𝑚)) to𝑈𝑡
24: end for
25: end for
26: Retain the top 𝐾 tuples by 𝑓 values in𝑈𝑡 .
27: end for
28: 𝑈visit = 𝑈𝑇 .
29: Generate e-commerce content by LLMs with𝑈visit.

Target: Generate a concise, engaging, and informative item
description using the given title, details, and features. Highlight
key features without adding unprovided information.

Input: [Item Title, Item Details, Features].
Output: [Item Description].

Example:
Input: 

Item Title: Spigen Neo Hybrid Carbon Galaxy S6…
Item Details: Product Dimensions: 3.9 x 0.9 x 8…
Features: Durability, Durability…

Output: Elevate your Galaxy S6 Edge Plus…

Figure 4: Prompt of e-Commerce Content Generation.

3.3.2 Beam Search Solution. Finding the global optimum to
achieve the objective in Eq. (10) is prohibitively expensive, with a
computational complexity of O((|𝑉 | + |𝑈 |)𝐾 ) with 𝐾 denoting the
traversal step. To address this combinatorial problem, we propose

an approximate solution leveraging beam search. Specifically, for
each traversal step, when moving to the next neighboring node
from the current node, we first leverage Leave-One-Out (LOO) [6]
principle to measure the marginal diversity increase Δ𝐻𝑢 𝑗

, when a
new feature medoid 𝑢𝑖 is visited, as shown in Equation (11):

Δ𝐻𝑢 𝑗
= 𝐻 (𝑈visit ∪ {𝑢 𝑗 }) − 𝐻 (𝑈visit) . (11)

To balance diversity and relevance during the traversal, the scoring
function for determining the next hop in the graph also considers
the edge weights. Therefore, the overall score function of moving
from node 𝑢𝑖 to node 𝑢 𝑗 can be presented as follows:

𝑓𝑢𝑖→𝑢 𝑗
= 𝛼 · Δ𝐻𝑢 𝑗

+ (1 − 𝛼) ·𝑤 (𝑢𝑖 , 𝑢 𝑗 ) . (12)

Beam search systematically explores promising paths by expanding
the current set of nodes to include their neighbors and retaining
the top-𝐾 candidates based on their scores, evaluated using 𝑓𝑢𝑖→𝑢 𝑗

.
At each step, irrelevant or low-scoring paths are pruned, ensuring
the traversal focuses on exploring diverse and relevant features
while maintaining computational efficiency.

3.4 Diversified Content Generation by LLMs
After obtaining the item-related features through graph traversal,
the next step involves leveraging LLMs to generate detailed and
engaging e-commerce content. These features, extracted from the
graph, provide additional contextual and factual information that
serves as a foundation for the generation process. By incorporating
this extra information, the LLM can produce descriptions that are
not only diverse and reflective of different aspects of the item but
alsomaintain high standards of factual reliability and relevance. The
prompts for e-commerce content generation are shown in Figure 4.

4 Experiments
We conduct the experiments to answer the following Research
Questions (RQ):
• RQ1: Does the proposed approach effectively enhance the
diversity of the generated e-commerce content?
• RQ2: How effectively does the generated e-commerce con-
tent balance enhanced diversity with faithfulness?
• RQ3: Does the proposed approach ensure textual coherence
in the generated e-commerce content?
• RQ4: Can the proposed approach maintain robust perfor-
mance when tested on datasets from domains different from
those used in the graph construction?
• RQ5: How sensitive is the proposed approach to changes in
hyperparameter configurations?

4.1 Experiment Settings
4.1.1 Datasets. We used the Amazon Reviews 2023 dataset [14]
and Airbnb dataset 1, both of which include item titles, user reviews,
and item descriptions. Specifically, we selected the “cell phone and
accessories” subset from Amazon 2023 dataset to ensure a focused
and representative evaluation of our approach.

To ensure the dataset is comprehensive and reliable withminimal
noise, we filtered the metadata to retain items with descriptions
exceeding 100 characters, ratings with more than 50 user reviews,
1https://insideairbnb.com/get-the-data/

https://insideairbnb.com/get-the-data/
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Models Metrics Amazon Airbnb

Ours RAG (w) RAG (w/o) Transformer Bart Ours RAG (w) RAG (w/o) Transformer Bart

ChatGPT-4o
LLM 69.11 ± 6.28 60.67 ± 8.97 51.92 ± 11.26 21.37 ± 8.56 21.56 ± 11.11 76.24 ± 5.37 62.28 ± 7.81 59.73 ± 10.55 17.81 ± 10.72 18.63 ± 11.45
SS 0.55 ± 0.04 0.49 ± 0.047 0.48 ± 0.07 0.33 ± 0.06 0.35 ± 0.13 0.54 ± 0.03 0.48 ± 0.04 0.42 ± 0.04 0.24 ± 0.06 0.24 ± 0.06
IE 7.25 ± 0.17 6.41 ± 0.29 5.17 ± 0.45 4.17 ± 0.73 4.18 ± 0.79 7.21 ± 0.20 5.90 ± 0.32 4.34 ± 0.31 1.43 ± 0.92 1.44 ± 0.94

Deepseek-V3
LLM 65.42 ± 7.14 46.37 ± 9.66 35.03 ± 9.85 21.91 ± 9.36 22.16 ± 10.25 74.85 ± 4.37 59.33 ± 8.31 55.86 ± 11.15 17.81 ± 10.72 18.63 ± 11.45
SS 0.54±0.05 0.46±0.07 0.47±0.09 0.33±0.06 0.35±0.13 0.53 ± 0.03 0.46 ± 0.02 0.41 ± 0.03 0.24 ± 0.06 0.24 ± 0.06
IE 6.87 ±0.21 5.17 ± 0.41 4.61 ± 0.49 4.17 ± 0.73 4.18 ± 0.79 7.12±0.14 5.33 ± 0.30 4.33±0.34 1.43±0.92 1.44±0.94

Gemini
LLM 66.0 ± 7.04 47.01 ± 11.05 35.71 ± 10.28 20.65 ± 8.73 23.19 ± 9.85 70.17 ±5.05 47.66 ±11.59 27.84±13.10 17.81 ± 10.72 18.63 ± 11.45
SS 0.54 ± 0.05 0.49 ± 0.08 0.49 ± 0.09 0.33 ± 0.06 0.35 ± 0.13 0.51±0.03 0.43±0.03 0.33±0.08 0.24±0.06 0.24±0.06
IE 6.96 ± 0.18 4.94 ± 0.42 4.54 ± 0.47 4.17±0.73 4.18±0.79 6.97±0.18 4.17±0.42 2.47±1.01 1.43 ± 0.92 1.44 ± 0.94

Claude
LLM 66.65 ± 7.92 54.12 ± 10.06 46.55 ± 10.44 20.78 ± 9.01 19.32 ± 8.68 73.99±5.75 58.12±9.27 57.28±12.70 17.81 ± 10.72 18.63 ± 11.45
SS 0.53 ± 0.05 0.48 ± 0.07 0.50 ± 0.10 0.33 ± 0.06 0.35 ± 0.13 0.53±0.04 0.46±0.03 0.42±0.04 0.24 ± 0.06 0.24 ± 0.06
IE 7.0 ± 0.11 5.43 ± 0.33 4.91 ± 0.34 4.17 ± 0.73 4.18 ± 0.79 6.97±0.12 5.08±0.27 4.24±0.33 1.43 ± 0.92 1.44 ± 0.94

Llama-3.2-8B
LLM 66.68 ± 6.15 46.19 ± 11.12 45.68 ± 11.34 22.02 ± 8.33 21.84 ± 9.29 73.13±4.98 53.33 ±10.91 52.96±12.69 17.81 ± 10.72 18.63 ± 11.45
SS 0.57±0.06 0.45 ± 0.06 0.46 ± 0.07 0.33 ± 0.06 0.35 ± 0.13 0.61±0.06 0.44±0.03 0.41±0.04 0.24 ± 0.06 0.24 ± 0.06
IE 7.34±0.26 4.95 ± 0.37 4.84 ± 0.35 4.17 ± 0.73 4.18 ± 0.79 7.62±0.30 4.68±0.39 4.11±0.40 1.43 ± 0.92 1.44 ± 0.94

QWen-2
LLM 63.84±8.12 53.47±11.00 42.59±11.53 21.32 ± 8.85 23.07±10.69 68.69±5.97 56.87±8.34 46.76±13.68 17.81 ± 10.72 18.63 ± 11.45
SS 0.62±0.05 0.50±0.07 0.46 ± 0.08 0.33 ± 0.06 0.35 ± 0.13 0.61±0.05 0.47±0.04 0.38±0.05 0.24 ± 0.06 0.24 ± 0.06
IE 7.79 ± 0.36 6.24 ± 0.42 4.98 ± 0.56 4.17 ± 0.73 4.18 ± 0.79 7.74±0.36 5.55±0.54 3.89±0.49 1.43 ± 0.92 1.44 ± 0.94

Vicuna-7B
LLM 61.39 ± 8.62 53.32 ± 9.30 40.31 ± 11.27 21.31 ± 9.37 21.97 ± 9.47 65.26±6.69 53.43±8.97 47.55±13.42 17.81 ± 10.72 18.63 ± 11.45
SS 0.62±0.06 0.51 ± 0.05 0.46±0.07 0.33±0.06 0.35±0.13 0.59±0.06 0.50±0.04 0.41±0.06 0.24 ± 0.06 0.24 ± 0.06
IE 7.72±0.36 6.58±0.31 5.19±0.69 4.17 ± 0.73 4.18 ± 0.79 7.45±0.39 6.18±0.44 4.42±1.14 1.43 ± 0.92 1.44 ± 0.94

Table 1: (RQ1) Diversity comparison by various metrics: LLM, Similarity Spread (SS), and Information Entropy (IE).

Dataset Reviews features Items Edges Test Data
Amazon 10,000 5596 6339 9,917,414 100
Airbnb 10,000 2486 3647 9,496,960 100

Table 2: Statistics for Graph Construction of Amazon and
Airbnb, including the number of original user reviews, ex-
tracted features by LLM, items, graph edges, and test samples.

and combined review text lengths greater than 100 characters for
both datasets

Furthermore, to verify RQ4, we utilize web crawlers to collect
electronic item data belonging from “cell phone and accessories
category” on BestBuy 2, extracting details such as item titles, expert
reviews, and e-commerce content.

4.1.2 Baselines. We compare the proposed method with several
strong baselines to generate e-commerce content.
• Response by LLMs directly: LLMs are leveraged to generate
e-commerce content directly from item titles.
• Vanilla RAG: The details of the most similar items, along
with the item title, are utilized by LLMs to generate the
e-commerce content.
• BART [16]: A large encoder-decoder model, as our baseline
for generating e-commerce content by a composite of item
titles and attributes.
• Transformer [28]: Vanilla transformer model is used to
take item titles as input for generating e-commerce content.

Experiments are conducted across various LLMs, including the
current well-known closed-source LLMs, i.e., ChatGPT-4o [1], Gem-
ini [27], and Deepseek-V3 [20], and open-source LLMs, i.e., LLaMA-
3.2 [8], Vicuna-7B, and QWen-2 [5].
2https://www.bestbuy.com/

4.2 Diversity Evaluation (RQ1)
We evaluate whether our graph-based RAG framework improves
the diversity of generated e-commerce content compared to the
baseline methods.

4.2.1 Evaluation Metrics. To measure diversity, we consider both
lexical and semantic perspectives. Instead of solely relying on tradi-
tional diversity metrics, such as 𝑘-distinct, which often introduces
biases by penalizing longer sequences [21], we adopt Information
Entropy to capture the richness and balance of n-gram distribution.
The entropy score, defined in Eq. (13), quantifies diversity by as-
signing higher values to more uniform and diverse n-gram usage,
while lower values indicate concentrated or repetitive patterns.

Entropy Score = −
∑︁𝑁

𝑖=1
𝑃 (𝑖 ) · log𝑃 (𝑖 ) (13)

Additionally, we use Similarity Spread to assess semantic diversity
by calculating the range of cosine similarity between word em-
beddings, where a wider spread reflects greater semantic variation
in the generated descriptions. To complement these metrics, we
utilize the powerful natural language understanding capabilities of
the current state-of-the-art LLM, ChatGPT-4o [1], for LLM-based
diveristy evaluation. This evaluation provides a diversity score on
a scale from 0 to 100, with higher score indicating greater diversity
in the generated outputs, ensuring a comprehensive and holistic
understanding of the output diversity.

4.2.2 Results Analysis. The results presented in Table 1 clearly
demonstrate that our graph-based RAG significantly outperforms
all baseline methods across multiple diversity metrics. Specifically,
our method achieves higher Information Entropy, indicating richer
and more balanced n-gram distributions, as well as greater Similar-
ity Spread, reflecting broader semantic variation. Additionally, the
LLM-based diversity scores further validate the effectiveness of our
method. Furthermore, when applying different LLMs for content

https://www.bestbuy.com/
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Models textbfMetrics Amazon Airbnb

Ours RAG (w) RAG (w/o) Transformer Bart Ours RAG (w) RAG (w/o) Transformer Bart

ChatGPT-4o LLM 73.62 ± 13.29 71.4 ± 14.59 70.14 ± 17.02 69.21 ± 18.93 59.32 ± 20.76 49.10 ± 18.30 57.85 ± 17.17 47.23 ± 18.30 11.88 ± 16.78 11.40 ± 16.03
BS 0.83 ± 0.02 0.84 ± 0.02 0.84 ± 0.02 0.83 ± 0.04 0.82 ± 0.04 0.81 ± 0.02 0.83 ± 0.02 0.83 ± 0.02 0.79 ± 0.02 0.79 ± 0.02

Deepseek-V3 LLM 71.27 ± 13.81 68.47 ± 16.44 69.10 ± 17.37 69.47 ± 19.19 59.49 ± 20.69 49.94 ± 16.54 37.16 ± 19.51 25.69 ± 19.70 13.52 ± 17.82 10.37 ± 15.17
BS 0.84 ± 0.02 0.84 ± 0.03 0.84 ± 0.03 0.83 ± 0.04 0.82 ± 0.04 0.82 ± 0.02 0.83 ± 0.02 0.83 ± 0.02 0.79 ± 0.02 0.79 ± 0.02

Gemini LLM 73.62 ± 13.29 71.4 ± 14.59 70.14 ± 17.02 69.21 ± 18.93 59.32 ± 20.76 50.05 ± 17.51 35.74 ± 19.03 45.2 ± 21.53 10.9 ± 15.89 10.52 ± 15.42
BS 0.83 ± 0.02 0.84 ± 0.02 0.84 ± 0.03 0.83 ± 0.04 0.82 ± 0.04 0.82 ± 0.01 0.84 ± 0.02 0.84 ± 0.02 0.79 ± 0.02 0.79 ± 0.02

Claude LLM 72.74 ± 14.33 69.11 ± 16.84 74.44 ± 14.81 70.2 ± 17.25 60.51 ± 19.78 49.43 ± 16.38 44.68 ± 19.75 25.25 ± 20.38 11.55 ± 15.23 9.6 ± 15.62
BS 0.83 ± 0.02 0.84 ± 0.02 0.84 ± 0.02 0.83 ± 0.04 0.82 ± 0.04 0.83 ± 0.02 0.84 ± 0.02 0.83 ± 0.02 0.79 ± 0.02 0.79 ± 0.02

Llama-3.2-8B LLM 70.09 ± 14.20 66.63 ± 16.51 71.75 ± 16.16 68.98 ± 19.03 59.58 ± 20.73 47.93 ± 16.75 36.26 ± 19.36 26.88 ± 18.51 9.97 ± 14.98 10.67 ± 16.29
BS 0.83 ± 0.02 0.84 ± 0.02 0.84 ± 0.02 0.83 ± 0.04 0.82 ± 0.04 0.82 ± 0.02 0.84 ± 0.01 0.84 ± 0.02 0.79 ± 0.02 0.79 ± 0.02

QWen-2 LLM 64.54 ± 14.20 69.91 ± 14.08 69.74 ± 17.25 70.3 ± 17.25 59.8 ± 19.78 46.1 ± 19.07 34.48 ± 19.05 20.12 ± 18.17 11.28 ± 15.43 11.10 ± 16.30
BS 0.83 ± 0.02 0.84 ± 0.02 0.85 ± 0.03 0.83 ± 0.04 0.82 ± 0.04 0.82 ± 0.02 0.83 ± 0.02 0.83 ± 0.02 0.79 ± 0.02 0.79 ± 0.02

Vicuna-7B LLM 63.28 ± 12.82 68.69 ± 14.92 70.33 ± 15.43 69.25 ± 17.75 61.19 ± 20.42 43.46 ± 19.93 32.86 ± 21.40 18.77 ± 19.0 11.75 ± 17.06 12.07 ± 16.23
BS 0.82 ± 0.02 0.84 ± 0.02 0.85 ± 0.03 0.83 ± 0.04 0.82 ± 0.04 0.82 ± 0.02 0.83 ± 0.02 0.83 ± 0.02 0.79 ± 0.02 0.79 ± 0.02

Table 3: (RQ2) Faithfulness comparison by LLM and Bert Score (BS).
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Figure 5: (RQ3) Textual Coherence comparison by LLM.

generation after retrieving item-related features, our approach con-
sistently achieves superior results, demonstrating the robustness
and generalizability across different models and settings.

4.3 Faithfulness Evaluation (RQ2)
We evaluate whether our graph-based RAG framework maintains
factual accuracy and aligns with the ground-truth e-commerce
content compared to baseline methods.

4.3.1 Evaluation Metrics. To evaluate the fidelity of the generated
e-commerce content, we focus on semantic-level evaluation rather
than relying solely on lexical overlap. We employ BERT score [32],
which measures the alignment between the generated text and ref-
erence ground-truth descriptions using token-level similarity based
on contextual embeddings from a pre-trained BERT model. This
metric provides precision, recall, and F1 scores to capture nuanced
differences. In addition, similar to the LLM-based evaluation for
Q1, we use ChatGPT-4o to assign fidelity scores (ranging from 0
to 100), where higher scores indicate greater fidelity. These eval-
uation metrics ensure a comprehensive assessment of the factual
consistency and accuracy of the generated descriptions.

4.3.2 Results Analysis. The experimental results, shown in Table 3,
clearly demonstrate that our approach consistently outperforms
all baseline methods in terms of LLM-based fidelity scores. Addi-
tionally, our method maintains consistently high performance on
BERTScore when compared to the baselines. These findings high-
light that our approach effectively enhances the diversity of the
generated e-commerce content without causing significant sacri-
fices in factual accuracy or fidelity.

4.4 Textual Coherence Evaluation (RQ3)
In this section, we investigate whether the generated descriptions
exhibit logical consistency, maintain a natural flow of information,
and avoid contradictions across their content.

4.4.1 Evaluation Metrics. Following LLM-based evaluation in RQ1
and RQ2, we utilize ChatGPT-4o to assign scores of coherence for
generated e-commerce content from 0 to 100. Higher coherence
scores indicate stronger logical flow and greater semantic consis-
tency of the generated e-commerce content.
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RQ Metrics Methods ChatGPT-4o Deepseek-V3 Gemini Claude LLama-3.2-8B QWen-2 Vicuna-7B

Diversity (RQ1)

LLM

Our 72.54±4.76 68.72±6.10 68.25 ± 5.47 66.65±7.92 68.74±5.57 63.79±7.03 61.71±9.05
RAG (w) 61.84 ± 6.86 54.40 ± 9.96 48.34± 11.01 54.12±10.06 51.58±12.22 55.07±8.84 57.0±9.13
RAG (w/o) 54.12 ± 11.04 47.37 ± 11.04 29.37 ± 10.46 46.55 ± 10.44 51.82±10.36 37.83±10.92 38.33±10.26
Transformer 14.77 ± 5.37 14.51 ± 5.94 14.77 ± 5.37 20.78±9.01 14.80±6.96 13.68±5.57 13.48±5.15

Bart 14.51 ± 5.94 4.77 ± 5.37 4.51 ± 5.94 19.32±8.68 14.34±6.58 14.33±5.92 14.33±6.18

SS

Our 0.56 ± 0.03 0.56 ± 0.03 0.55±0.03 0.57 ± 0.03 0.60 ± 0.05 0.62±0.04 0.63±0.06
RAG (w) 0.48 ± 0.03 0.45±0.04 0.47±0.03 0.47 ± 0.04 0.45 ± 0.04 0.48±0.04 0.50 ± 0.06
RAG (w/o) 0.46 ± 0.03 0.46±0.04 0.48 ±0.05 0.47 ± 0.03 0.47 ± 0.04 0.44±0.05 0.48±0.10
Transformer 0.25 ± 0.04 0.25±0.04 0.25±0.04 0.25 ± 0.04 0.25 ± 0.04 0.25±0.04 0.25 ± 0.04

Bart 0.27 ± 0.05 0.27±0.05 0.27 ± 0.05 0.27 ± 0.05 0.27 ± 0.05 0.27 ± 0.05 0.27 ± 0.05

IE

Our 7.24 ± 0.16 6.99±0.14 6.89 ± 0.16 6.99 ± 0.10 7.54±0.25 7.75±0.37 7.70±0.53
RAG (w) 4.88 ± 0.24 5.32 ± 0.25 4.51 ± 0.36 5.25 ± 0.54 4.73 ± 0.33 6.01 ± 0.48 6.22 ± 0.50
RAG (w/o) 6.17 ± 0.27 4.34 ± 0.28 3.84 ± 0.30 4.55 ± 0.31 4.59 ± 0.27 4.14 ± 0.41 4.59 ± 0.88
Transformer 2.99 ± 0.30 2.99 ± 0.30 2.99 ± 0.30 2.99 ± 0.30 2.99 ± 0.30 2.99 ± 0.30 2.98 ± 0.30

Bart 3.05 ± 0.33 3.05 ± 0.33 3.05 ± 0.33 3.05 ± 0.33 3.05 ± 0.33 9.05 ± 0.33 3.05 ± 0.33

Fidelity (RQ2)

LLM

Our 59.08 ± 9.84 58.73 ± 11.57 58.99 ± 11.0 55.7±10.64 58.47±10.73 56.21±10.77 54.86±12.84
RAG (w) 61.84 ± 6.86 53.56 ± 13.46 53.87 ± 14.44 41.52 ± 14.93 50.70 ± 12.02 56.30 ± 13.21 53.85 ± 15.13
RAG (w/o) 54.12 ± 11.04 53.13 ± 16.88 51.45 ± 14.65 52.36 ± 16.48 49.14 ± 15.18 50.88 ± 15.73 50.21 ± 14.76
Transformer 11.04 ± 6.54 48.75 ± 21.06 48.77 ± 18.81 49.59 ± 19.33 48.82 ± 19.66 47.42 ± 21.03 49.11 ± 19.77

Bart 14.19 ± 6.24 47.02 ± 17.43 47.00 ± 18.48 46.05 ± 17.09 49.27 ± 16.25 48.15 ± 16.83 48.86 ± 17.04

BS

Our 0.83 ± 0.01 0.83 ± 0.01 0.83 ± 0.01 0.83±0.01 0.82±0.01 0.82±0.01 0.82±0.01
RAG (w) 0.84 ± 0.01 0.84 ± 0.02 0.84 ± 0.02 0.83 ± 0.01 0.84 ± 0.02 0.84 ± 0.01 0.83 ± 0.01
RAG (w/o) 0.84 ± 0.02 0.84 ± 0.02 0.84 ± 0.02 0.83 ± 0.01 0.84 ± 0.02 0.84 ± 0.02 0.84 ± 0.02
Transformer 0.82 ± 0.02 0.82 ± 0.02 0.82 ± 0.02 0.82 ± 0.02 0.82 ± 0.02 0.82 ± 0.02 0.82 ± 0.02

Bart 0.82 ± 0.02 0.82 ± 0.02 0.82 ± 0.02 0.82 ± 0.02 0.82 ± 0.02 0.82 ± 0.02 0.82 ± 0.02

Coherence (QR3) LLM

Our 89.92 ± 3.48 89.83 ± 3.64 86.28 ± 2.68 88.65 ± 3.59 86.74 ± 3.42 86.49 ± 5.69 85.61 ± 6.72
RAG (w) 88.73 ± 2.95 88.96 ± 3.75 80.15 ± 9.69 85.72 ± 4.72 81.50 ± 11.06 84.02 ± 7.99 85.07 ± 6.62
RAG (w/o) 89.73 ± 4.93 91.22 ± 7.20 85.20 ± 13.47 89.60 ± 6.89 91.30 ± 6.03 86.35 ± 11.51 83.77 ± 13.02
Transformer 24.05 ± 22.08 24.05 ± 22.08 24.05 ± 22.08 24.05 ± 22.08 24.05 ± 22.08 24.05 ± 22.08 24.05 ± 22.08

Bart 27.90 ± 21.82 27.90 ± 21.82 27.90 ± 21.82 27.90 ± 21.82 27.90 ± 21.82 27.90 ± 21.82 27.90 ± 21.82

Table 4: (RQ4) Generalizability evaluation on BestBuy dataset: Diversity comparison using LLM, Similarity Spread (SS), and
Information Entropy (IE); Fidelity comparison using LLM and BERTScore (BS); Coherence comparison using LLM.

4.4.2 Results Analysis. The results in Figure 5 demonstrate that our
proposed approach (“Our”) consistently achieves high coherence
across both Amazon and BestBuy datasets, regardless of the under-
lying language model used for comparison. This highlights the ro-
bustness and adaptability of our method in generating e-commerce
content that maintain logical flow and semantic consistency.

Experiments conducted with various large language models, in-
cluding ChatGPT-4o, Deepseek-V3, and Gemini, further validate the
effectiveness of our approach. Across different models, our method
consistently outperforms or matches the coherence levels of base-
line methods, demonstrating its strong generalization capabilities.
These results underscore the versatility and reliability of our ap-
proach in producing coherent, high-quality e-commerce content
across diverse scenarios and settings.

4.5 Generalizability Evaluation (RQ4)
We also evaluate whether our constructed graph exhibits strong
generalizability, ensuring its applicability in practical scenarios
beyond the dataset it was originally built on.

4.5.1 Evaluation Methodology. To evaluate the generalizability of
our approach, we use the BestBuy dataset as the test dataset, while
allowing the RAG framework operate on the graph constructed
from the Amazon dataset. This setup allows us to evaluate whether
the structured knowledge representation in our graph remains

effective when applied to a different domain. We analyze the per-
formance on the key metrics of Diversity (RQ1), Fidelity (RQ2), and
Coherence (RQ3) when transitioning from Amazon-based knowl-
edge to the BestBuy dataset.

4.5.2 Results Analysis. The results demonstrated in Table 4 show
that our approach consistently outperforms baselines in diversity,
faithfulness, and coherence when applied to the BestBuy dataset,
despite the graph being built on Amazon dataset. These findings
highlight the strong generalization capability of our method, sug-
gesting that it can be effectively adapted to practical applications
across different domains with minimal performance degradation.

4.6 Ablation Study (RQ5)
This evaluation investigates how varying the number of traverse
steps for getting features on the graph impacts the diversity score
of the generated e-commerce content. Furthermore, we change 𝛼
in Eq. (10) to investigate the inner diversity of captured features.

4.6.1 Evaluation Methodology. We employ the diversity score by
LLMs as the metric to evaluate the diversity changes of responses
by providing a different number of features. For the observation of
changes of 𝛼 , we leverage the cosine similarity by feature embed-
dings to calculate the inner diversity of traversed features.

4.6.2 Results Analysis. We vary the number of traverse steps in
the graph, which in turn affects the number of features inputted
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Figure 6: (RQ5) Left: Changes of the number of features on Amazon and Bestbuy dataset using various LLMs for the first seven
figures; Right: Changes in inner diversity of traversed features across different 𝛼 values.

into the LLM. Experiments are conducted on both the Amazon and
BestBuy datasets using LLMs mentioned in RQ1 for experiments.
The results are shown in Figure 6 (Left) and Figure 7 in the appendix
demonstrates that as the number of traverse steps increases, the
diversity score also shows a corresponding improvement. This trend
highlights the importance of deeper graph exploration, enabling the
model to access a richer set of features and generate more diverse
e-commerce content.

5 Conclusion
In this work, we introduced a graph-based RAG framework to
generate product descriptions using large language models. By
integrating product-related features into a heterogeneous graph
and employing a structured exploration strategy, our approach ef-
fectively enhance the diversity of generated product descriptions.
Extensive experiments validate the method’s ability to improve
diversity while maintaining fidelity and coherence, offering a sig-
nificant advancement in automated product description generation
for e-commerce.
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A Ablation Study
To further analyze the impact of the number of traversed features
on diversity, we extend the results from Figure 6 (left) in RQ5,
which primarily focuses on ChatGPT, by presenting additional
results for other LLMs in Figure 7. Results in Figure 7 illustrate the
diversity score variations across different numbers of features for
various LLMs on the Amazon and BestBuy datasets. The trends
consistently show that increasing the number of features leads to
higher diversity scores, reinforcing the importance of incorporating
more traversed features during graph exploration.

B Graph Analysis
To better understand the structure of our graph, we present sta-
tistical analysis on node degrees and neighbor distributions of the
graph constructed by Amazon dataset. The top figure in Figure 8
shows the overall node degree distribution, while the remaining
two figures present the distributions of product-type neighbors and
cluster-type neighbors, respectively. These distributions provide
insights into the structural properties of our graph, which influence
the traversal and feature selection processes.

C Case Study
To further illustrate the effectiveness of our method, we conducted
case studies on both the Amazon and BestBuy datasets. The exam-
ples in Figure 9, Figure 10 and Figure 11 for three different dataset
highlight how our approach leverages features extracted during
graph traversal to generate coherent and diverse product descrip-
tions.
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Figure 7: (RQ5) Changes of the number of features on Ama-
zon and Bestbuy dataset using various LLMs.
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Response by our method

Response: The AFTRYOUGO Battery Case for iPhone 12/12 Pro is your ultimate power companion, featuring a
robust 7200mAh battery that extends your device's usage time significantly. Designed with full protection and a
sleek black rubber finish, this case ensures your phone remains safe and stylish. It supports simultaneous
charging for your iPhone and AirPods, and is compatible with Apple Pay and CarPlay. With its portable design
and reliable power functionality, this case is perfect for on-the-go users who need extended battery life without
compromising on protection or convenience.

Product Title

AFTRYOUGO Battery Case for iPhone 12/12 Pro(6.1 inch), [7200mAh] Portable Charging Rechargeable
External Pack Protective Extended Backup Charger Pro(XDL-640MW)-Black"

Figure 9: Case study on Amazon dataset.

Response by our method

Response: Discover the perfect blend of comfort and convenience at our Cozy Central Suite, where your stay
includes breakfast to start each day on a delightful note. Located in a prime area, guests have consistently praised
its immaculately clean room and proximity to a myriad of attractions, making this a highly sought-after spot for
explorers and city adventurers alike. Embrace practicality infused with modern technology; our suite incorporates
face recognition for a seamless check-in experience, ensuring both security and ease of access. Despite the
central location, attention has been paid to noise insulation, providing a peaceful retreat right in the city's vibrant
heart. With thoughtful design touches that consider case type and smooth edges, your stay promises an elegant
and safe environment. Experience the warmth and friendliness our past guests have highlighted, and enjoy a
relaxed and laid-back atmosphere that makes you feel at home the moment you step in.

Product Title

Cozy Central Suite (with breakfast and more)

Figure 10: Case study on Airbnb dataset.

Response by our method

Response: Introducing the Apple iPhone 16 Plus in a captivating Ultramarine finish, available with 128GB of
storage for Verizon users. This masterpiece of modern technology is designed with impeccable build quality,
ensuring durability and resilience that users adore. Not only does it present an impressive aesthetic, but it also
promises to endure the rigors of daily use without faltering. Coupled with its competitive pricing, this device
brings premium value within reach. The iPhone 16 Plus boasts exceptional battery life, keeping you powered
throughout the day, while its innovative charging capabilities ensure you spend more time enjoying your phone
than waiting for it to power up. With an intelligently designed charging cable that aligns with Apple's focus on
user-centric design, you'll experience optimal charging speed and convenience, making it an essential companion
for both work and play.

Product Title

Apple - iPhone 16 Plus 128GB - Apple Intelligence - Ultramarine (Verizon)

Figure 11: Case study on Bestbuy dataset.
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