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Abstract. Human brains lie at the core of complex neurobiological
systems, where the neurons, circuits, and subsystems interact in enigmatic
ways. Understanding the structural and functional mechanisms of the
brain has long been an intriguing pursuit for neuroscience research and
clinical disorder therapy. Mapping the connections of the human brain as
a network is one of the most pervasive paradigms in neuroscience. Graph
Neural Networks (GNNs) have recently emerged as a potential method
for modeling complex network data. Deep models, on the other hand,
have low interpretability, which prevents their usage in decision-critical
contexts like healthcare. To bridge this gap, we propose an interpretable
framework to analyze disorder-specific Regions of Interest (ROIs) and
prominent connections. The proposed framework consists of two modules:
a brain-network-oriented backbone model for disease prediction and a
globally shared explanation generator that highlights disorder-specific
biomarkers including salient ROIs and important connections. We conduct
experiments on three real-world datasets of brain disorders. The results
verify that our framework can obtain outstanding performance and also
identify meaningful biomarkers. All code for this work is available at
https://github.com/HennyJie/IBGNN.git.

Keywords: Interpretation · Graph neural network · Brain networks

1 Introduction

Brain networks (a.k.a the connectome) are complex graphs with anatomic regions
represented as nodes and connectivities between the regions as links. Interpretable
models on brain networks for disorder analysis are vital for understanding the
biological functions of neural systems, which can facilitate early diagnosis of
neurological disorders and neuroscience research [27]. Previous work on brain
networks has studied models from shallow to deep, such as graph kernels [14],
tensor factorizations [22], and convolutional neural networks [16, 17, 20].

Recently, Graph Neural Networks (GNNs) attract broad interest due to their
established power for analyzing graph-structured data [19, 34]. Compared with
shallow models, GNNs are suitable for brain network analysis with universal
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expressiveness to capture the sophisticated connectome structures [4, 26, 38, 43].
However, GNNs as a family of deep models are prone to overfitting and lack
transparency in predictions, preventing their usage in decision-critical areas
like disorder analysis. Although several methods have been proposed for GNN
explanation [24, 36, 39], most of them focus on node-level prediction tasks and will
produce a unique explanation for each subject when applied to graph-level tasks.
However, for graph-level connectome-based disorder analysis, it is recognized that
subjects having the same disorder share similar brain network patterns [15], which
means disorder-specific explanations across instances are preferable. Moreover,
brain networks have unique properties such that directly applying vanilla GNN
models will obtain suboptimal performance.

In this work, we propose an interpretable GNN framework to investigate
disease-specific patterns that are common across the group and robust to indi-
vidual image quality. Meanwhile, the group-level interpretation can be combined
with subject-specific brain networks for different levels of interpretation. As
shown in Fig. 1, it is composed of two modules: a backbone model IBGNN which
adapts a message passing GNN designed for connectome-based disease prediction
and an explanation generator that learns a globally shared mask to highlight
disorder-specific biomarkers including salient Regions of Interest (ROIs) and
important connections. Furthermore, we combine the two modules by enhancing
the original brain networks with the learned explanation mask and further tune
the backbone model. The resulting model, which we term IBGNN+ for brevity,
produces predictions and interpretations simultaneously.

Through experiments on three real-world brain disorder datasets (i.e. HIV,
BP, and PPMI), we show our backbone model performs well across brain networks
constructed from different neuroimaging modalities. Also, it is demonstrated
that the explanation generator can reveal disorder-specific biomarkers coinciding
with neuroscience findings. Last, we show that the combination of explanation
generator and backbone model can further boost disorder prediction performance.

2 The Proposed Model

Problem definition. The input to the proposed framework is a set of N weighted
brain networks. For each network G = (V,E,W ), V = {vi}Mi=1 is the node
set of size M defined by the Regions Of Interest (ROIs) on a specific brain
parcellation [10, 32], with each vi initialized with the node feature xi, E = V ×V
is the edge set of brain connectome, and W ∈ RM×M is the weighted adjacency
matrix describing the connection strengths between ROIs. The model outputs
a brain disorder prediction ŷn for each subject n and learns a disorder-specific
interpretation matrix M ∈ RM×M that is shared across all subjects to highlight
the disorder-specific biomarkers.

The backbone model IBGNN. Edge weights in brain networks are often determined
by the signal correlation between brain areas, which may have both positive and
negative values, and thus cannot be handled correctly by conventional GNNs. To



Interpretable GNNs for Connectome-Based Brain Disorder Analysis 3

Explanation
Generator

Shared mask 		
across{Gn}i=

<latexit sha1_base64="+30APwMXLyMkvizgWildo+wb0eM=">AAACqHicbVFNixNBEO2MX2v82tWjl8EgiCxhRhb14GHBixchgklWkrBUV3ombfqL7ho1DvMPPHjVf+a/sSfJwcla0PD6vaquqn7cKRkoy/70kmvXb9y8dXS7f+fuvfsPjk8eToKtPIoxWmX9BYcglDRiTJKUuHBegOZKTPn6batPvwgfpDUfaePEQkNpZCERKFKTOdf1++byeJANs22kV0G+BwO2j9HlSe/HfGmx0sIQKghhlmeOFjV4kqhE059XQTjANZRiFqEBLcKi3o7bpE8js0wL6+MxlG7Zfytq0CFsNI+ZGmgVDrWW/J82q6h4vailcRUJg7tGRaVSsmm7e7qUXiCpTQSAXsZZU1yBB6T4Q50uXDfdu7VrAh66rK4USW+/dtnSg1tJ/NZlSa6/75gWKck9+E3tbJCtEdKUp0uB1m9tCUMXd9PWx3eigKDwNKzAiYP+oeKFLJt+9C8/dOsqmLwY5i+HZx/OBudv9k4escfsCXvGcvaKnbN3bMTGDNln9pP9Yr+T58komSafdqlJb1/ziHUi4X8BymLYJA==</latexit>

M

Enhanced Backbone
IBGNN+

Backbone
IBGNN

<latexit sha1_base64="+30APwMXLyMkvizgWildo+wb0eM=">AAACqHicbVFNixNBEO2MX2v82tWjl8EgiCxhRhb14GHBixchgklWkrBUV3ombfqL7ho1DvMPPHjVf+a/sSfJwcla0PD6vaquqn7cKRkoy/70kmvXb9y8dXS7f+fuvfsPjk8eToKtPIoxWmX9BYcglDRiTJKUuHBegOZKTPn6batPvwgfpDUfaePEQkNpZCERKFKTOdf1++byeJANs22kV0G+BwO2j9HlSe/HfGmx0sIQKghhlmeOFjV4kqhE059XQTjANZRiFqEBLcKi3o7bpE8js0wL6+MxlG7Zfytq0CFsNI+ZGmgVDrWW/J82q6h4vailcRUJg7tGRaVSsmm7e7qUXiCpTQSAXsZZU1yBB6T4Q50uXDfdu7VrAh66rK4USW+/dtnSg1tJ/NZlSa6/75gWKck9+E3tbJCtEdKUp0uB1m9tCUMXd9PWx3eigKDwNKzAiYP+oeKFLJt+9C8/dOsqmLwY5i+HZx/OBudv9k4escfsCXvGcvaKnbN3bMTGDNln9pP9Yr+T58komSafdqlJb1/ziHUi4X8BymLYJA==</latexit>

M

G0
n = (Vn, En,W

0
n)

<latexit sha1_base64="O1zBizUCbmsFdHegc1QU9dKjeSM=">AAACJnicbVDNSgMxGMzWv1r/qh69BItQQcpuFfQiFEX0WMH+QLcu2TRtQ5PskmSFsuxb+BA+g1c9exPxpm9i2i5oWwcShpn5+JLxQ0aVtu1PK7OwuLS8kl3Nra1vbG7lt3fqKogkJjUcsEA2faQIo4LUNNWMNENJEPcZafiDy5HfeCBS0UDc6WFI2hz1BO1SjLSRvHzp+j52Q0k5SbxYJPAcFuueOIJXo8v1edxIfgPi0MsX7JI9BpwnTkoKIEXVy3+7nQBHnAiNGVKq5dihbsdIaooZSXJupEiI8AD1SMtQgThR7Xj8rwQeGKUDu4E0R2g4Vv9OxIgrNeS+SXKk+2rWG4n/ea1Id8/aMRVhpInAk0XdiEEdwFFJsEMlwZoNDUFYUvNWiPtIIqxNlVNbfJ6YTpzZBuZJvVxyjkvl25NC5SJtJwv2wD4oAgecggq4AVVQAxg8gmfwAl6tJ+vNerc+JtGMlc7sgilYXz9T26Wd</latexit>

Gn = (Vn, En,Wn)
<latexit sha1_base64="BlggdGyroCYx/vBhi9FDoHrbu50=">AAACFHicbVDLSgMxFM34rPU16lIXwSJUkDJTBd0IRRFdVrAPaIchk2ba0CQzJBmhDLPxI/wGt7p2J27du/RPTB8L23rgXg7n3MtNThAzqrTjfFsLi0vLK6u5tfz6xubWtr2zW1dRIjGp4YhFshkgRRgVpKapZqQZS4J4wEgj6F8P/cYjkYpG4kEPYuJx1BU0pBhpI/n2wa2figxewmLdFyfwZtjaAU8bmS+OfbvglJwR4DxxJ6QAJqj69k+7E+GEE6ExQ0q1XCfWXoqkppiRLN9OFIkR7qMuaRkqECfKS0e/yOCRUTowjKQpoeFI/buRIq7UgAdmkiPdU7PeUPzPayU6vPBSKuJEE4HHh8KEQR3BYSSwQyXBmg0MQVhS81aIe0girE1wU1cCnplM3NkE5km9XHJPS+X7s0LlapJODuyDQ1AELjgHFXAHqqAGMHgCL+AVvFnP1rv1YX2ORxesyc4emIL19Qu4YZ1L</latexit>

n = 1, 2, ..., N
<latexit sha1_base64="uDz2xzEh6cCv1GW2EdIxLw4CVBs=">AAACCHicbVDLSsNAFL2pr1pfUZduBovgooSkCroRim5cSQX7gDaUyXTaDp1MwsykUEJ/wG9wq2t34ta/cOmfOG2zsK0HLhzOuZdzOUHMmdKu+23l1tY3Nrfy24Wd3b39A/vwqK6iRBJaIxGPZDPAinImaE0zzWkzlhSHAaeNYHg39RsjKhWLxJMex9QPcV+wHiNYG6lj2wLdIK+EyiXkOE4JPXTsouu4M6BV4mWkCBmqHfun3Y1IElKhCcdKtTw31n6KpWaE00mhnSgaYzLEfdoyVOCQKj+dfT5BZ0bpol4kzQiNZurfixSHSo3DwGyGWA/UsjcV//Naie5d+ykTcaKpIPOgXsKRjtC0BtRlkhLNx4ZgIpn5FZEBlphoU9ZCShBOTCfecgOrpF52vAun/HhZrNxm7eThBE7hHDy4ggrcQxVqQGAEL/AKb9az9W59WJ/z1ZyV3RzDAqyvX1Vslu8=</latexit>

{�}, ŷn
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Fig. 1: An overview of our proposed framework. The backbone model is firstly
trained on the original data. Then, the explanation generator learns a globally
shared mask across subjects. Finally, we enhance the backbone by applying the
learned explanation mask and fine-tune the whole model.

avoid this issue and better utilize edge weights in the GNN model, we design an
edge-weight-aware message passing mechanism specifically for brain networks.
Specifically, we first construct a message vector mij ∈ RD by concatenating
embeddings of a node vi and its neighbor vj , and the edge weight wij :

m
(l)
ij = MLP1

([
h
(l)
i ; h

(l)
j ; wij

])
, (1)

where l is the index of the GNN layer. Then, for each node vi, we aggregate
messages from all its neighbors Ni with the following propagation rule:

h
(l)
i = ξ

(∑
vj∈Ni∪{vi}

m
(l−1)
ij

)
, (2)

where ξ is a non-linear activation function such as ReLU, and h
(0)
i is initialized

with node feature xi reflecting the connectivity information in brain networks [5].
After stacking L layers, a readout function summarizing all node embeddings
is employed to obtain a graph-level embedding g. Formally, we instantiate this
function with another Multi-Layer Perceptron (MLP) and residual connections:

z =
∑

i∈V
h
(L)
i , g = MLP2(z) + z. (3)

This backbone model IBGNN can be trained with the conventional supervised
cross-entropy objective towards ground-truth disorder prediction, defined as

Lclf = − 1

N

∑N

n=1
(yn log (ŷn) + (1− yn) log (1− ŷn)). (4)

The globally shared explanation generator. A general paradigm to generate
explanations for GNNs is to find an explanation graph G′ that has the maximum
agreement with the label distribution on the original graph G = (V,E,W ),
where G′ can be a subgraph [39] or other variations of G [24, 40]. However,
these explanation methods for GNNs mostly work on node-level prediction tasks
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and will produce a unique explanation graph for each subject when applied
to graph-level tasks. On the other hand, directly using attention weights in
some attention-based GNN models [34, 41] as explanations is known to be
problematic [1, 13]. Note that brain networks have some unique properties. For
example, the node number and order are fixed under a given atlas. Also, brain
networks assume that subjects with the same brain disorder have similar brain
connection patterns. Therefore, a globally shared explanation graph G′ capture
common patterns for specific disorders at the group level is preferable.

In this work, we propose to learn a globally shared edge mask M ∈ RM×M

that is applied to all brain network subjects in a dataset. Specifically, we maximize
the agreement between the predictions ŷ on the original graph G and ŷ′ on an
explanation graph G′ = (V,E,W ′) induced by a masking matrix M , where
W ′ = W ⊙ σ(M), ⊙ denotes element-wise multiplication, and σ denotes the
sigmoid function. Formally this objective is implemented as a cross-entropy loss:

Lmask = − 1

N

∑N

n=1

∑C

c=1
1[ŷn = c] logPΦ (ŷ′n = ŷn | G′

n) , (5)

where
∑N

n=1 PΦ (ŷ′n = ŷn | G′
n) represents the conditional probability that the

backbone model Φ’s prediction ŷ′n on the masked graph G′
n is consistent with the

prediction ŷn on the original graph Gn, C is the number of possible prediction
labels. Besides, following the practice in GNNExplainer [39], we further apply
two regularization terms Lsps and Lent to encourage the compactness of the
explanation and the discreteness of the mask values, respectively:

Lsps =
∑

i,j
Mi,j , Lent = −(M log(M) + (1−M) log(1−M)). (6)

The final training objective is given as:

L = Lclf + αLmask + βLsps + γLent, (7)

where α, β and γ scale the numerical value of each loss item to the same order
of magnitude to balance their influence. Our explanation generator will generate
a globally shared edge mask that can be used for all testing graphs to investigate
neurological biomarkers and highlight disorder-specific salient connections.

Enhancing the backbone with the learned explanations. The learned explanation
mask can further improve the disorder prediction considering that raw brain
networked data inevitably contain random noise. Specifically, we enhance the
original backbone by applying essential disorder-specific signals. We note that
this strategy is compatible with any backbone model, not limited to our proposed
IBGNN. We combined the aforementioned two modules so that predictions and
interpretations are produced in a closed-loop for brain disorder analysis. We term
the enhanced model by IBGNN+ hereafter.

The whole training pipeline is summarized in Fig. 1. The original brain
networks are firstly input to train the backbone model. Then, a globally shared
explanation mask is learned based on the backbone model Φ and prediction
ŷn. Finally, we enhance the backbone model by highlighting salient ROIs and
important connections on the raw data and tune the backbone model again.
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3 Experiments

Dataset acquisition and preprocessing. We evaluate our framework using three
real-world neuroimaging datasets of different modalities. Specifically, groups in
each dataset have balanced age and gender portions and are collected with the
same image acquisition procedure.
– Human Immunodeficiency Virus Infection (HIV): This dataset is collected

from Early HIV Infection Study at Northwestern University. It includes fMRI
imaging of 70 subjects, 35 of which are early HIV patients, and the others are
seronegative controls. We perform image preprocessing using the DPARSF1

toolbox. The images are realigned to the first volume, followed by slice timing
correction, normalization, spatial smoothness using an 8-mm Gaussian kernel,
band-pass filtering (0.01-0.08 Hz), and linear trend removing of the time
series. We focus on the 116 anatomical regions of interest (ROI), and extract
a sequence of responses from them. Finally, brain networks with 90 cerebral
regions are constructed, where each node represents a brain region and links
are created based on correlations between different brain regions.

– Bipolar Disorder (BP): This DTI imaging dataset is collected from 52
bipolar I subjects and 45 healthy controls. We use the FSL toolbox2 for pre-
processing which includes distortion correction, noise filtering, and repetitive
sampling from the distributions of principal diffusion directions for each voxel.
Each subject is parcellated into 82 regions based on FreeSurfer-generated
cortical/subcortical gray matter regions.

– Parkinson’s Progression Markers Initiative (PPMI): This large-scale, publicly
available dataset3 is from a collaborative study4 to improve PD therapeutics.
We consider brain imaging in the DTI modality of 754 subjects, 596 of whom
are Parkinson’s disorder patients, and the rest 158 are healthy controls. The
raw data are aligned using the FSL eddy-correct tool to correct head motion
and eddy current distortions. The brain extraction tool (BET) from FSL
is used to remove non-brain tissue. The skull-stripped images are linearly
aligned and registered using Advanced Normalization Tools (ANTs5). 84
ROIs are parcellated from T1-weighted structural MRI using FreeSurfer6
and the brain network connectivity is reconstructed using the deterministic
2nd-order Runge-Kutta (RK2) whole-brain tractography algorithm [42].

Experimental settings. The proposed model is implemented using PyTorch
1.10.2 [29] and PyTorch Geometric 2.0.3 [9]. A Quadro RTX 8000 GPU with
48GB of memory is used for our model training. Hyper-parameters are selected
automatically with the open source AutoML toolkit NNI7. We refer readers of
1 http://rfmri.org/DPARSF/
2 https://fsl.fmrib.ox.ac.uk/fsl/fslwiki/
3 https://www.ppmi-info.org/
4 https://www.michaeljfox.org/
5 http://stnava.github.io/ANTs/
6 https://surfer.nmr.mgh.harvard.edu/
7 https://github.com/microsoft/nni

http://rfmri.org/DPARSF/
https://fsl.fmrib.ox.ac.uk/fsl/fslwiki/
https://www.ppmi-info.org/
https://www.michaeljfox.org/
http://stnava.github.io/ANTs/
https://surfer.nmr.mgh.harvard.edu/
https://github.com/microsoft/nni
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Table 1: Experimental results (%) on three datasets, where * denotes a significant
improvement according to paired t-test with p = 0.05 compared with baselines.
The best performances are in bold and the second runners are underlined.

Method
HIV BP PPMI

Accuracy F1 AUC Accuracy F1 AUC Accuracy F1 AUC

M2E 57.14±19.17 53.71±19.80 57.50±18.71 52.56±13.86 51.65±13.38 52.42±13.83 78.69±1.78 45.81±4.17 50.39±2.59

MIC 54.29±18.95 53.63±19.44 55.42±19.10 62.67±20.92 63.00±21.61 61.79±21.74 79.11±2.16 49.65±5.10 52.39±2.94

MPCA 67.14±20.25 64.28±23.47 69.17±20.17 52.56±13.12 50.43±14.99 52.42±13.69 79.15±0.57 44.18±0.18 50.00±0.00

MK-SVM 65.71±7.00 62.08±7.49 65.83±7.41 57.00±8.89 41.08±13.44 53.75±8.00 79.15±0.57 44.18±0.18 50.00±0.00

GCN 70.00±12.51 68.35±13.28 73.58±9.49 55.56±13.86 50.71±11.75 61.55±28.77 78.55±1.58 47.87±4.40 59.43±8.64

GAT 71.43±11.66 69.79±10.83 77.17±9.42 63.34±9.15 60.42±7.56 67.07±5.98 79.02±1.25 45.85±3.16 64.40±6.87

PNA 57.14±12.78 45.09±19.62 57.14±12.78 63.71±11.34 55.54±14.06 60.30±11.89 79.36±1.84 51.76±10.32 54.71±6.77

BrainNetCNN 69.24±19.04 67.08±11.11 72.09±19.01 65.83±20.64 64.74±17.42 64.32±13.72 55.20±12.63 55.45±9.15 52.54±10.21

BrainGNN 74.29±12.10 73.49±10.75 75.00±10.56 68.00±12.45 62.33±13.01 74.20±12.93 69.17±0.00 44.19±0.00 45.26±3.65

IBGNN 82.14±10.81
* 82.02±10.86

* 86.86±11.65
* 73.19±12.20 72.87±12.09

* 83.64±9.61
* 79.82±1.47 51.58±4.66 70.65±6.55

*

IBGNN+ 84.29±12.94
* 83.86±13.42

* 88.57±10.89
* 76.33±13.00

* 76.13±13.01
* 84.61±9.08

* 79.55±1.67 56.58±7.43 72.76±6.73
*

interest to supplementary materials for implementation details. All reported
results are averaged of ten-fold cross validation.

Baselines. We compare our proposed models, i.e., the backbone model IBGNN
and the explanation enhanced IBGNN+, with competitors of both shallow and
deep models. Shallow methods include M2E [22], MIC [31], MPCA [23], and
MK-SVM [7], where the output graph-level embeddings are evaluated using
logistic regression classifiers. We also include three representative deep graph
models: GAT [35], GCN [19], PNA [3] and two state-of-the-art deep models
specifically design for brain networks: BrainNetCNN [17] and BrainGNN [20].

Prediction performance. The overall results are presented in Table 1. Both
our proposed models yield impressive improvements over SOTA shallow and
deep baselines. Compared with shallow models such as MK-SVM, our backbone
model IBGNN outperforms them by large margins, with up to 11% absolute
improvements on BP. Besides, the effectiveness of our brain network-oriented
design is supported by its superiority compared with other SOTA deep models.
Moreover, the performance of the explanation enhanced model IBGNN+ can
further increase the backbone by about 9.7% relative improvements, which
demonstrates that IBGNN+ effectively highlights the disorder-specific signals
while also achieving the benefit of restraining random noises in individual graphs.

4 Interpretation Analysis

Neural system mapping. The ROIs on brain networks can be partitioned into
neural systems based on their structural and functional roles under a specific
parcellation atlas, which facilitates the understanding of generated explanations
from a neuroscience perspective. In this paper, we map the ROI nodes as defined on
each dataset into eight commonly used neural systems, including Visual Network
(VN), Auditory Network (AN), Bilateral Limbic Network (BLN), Default Mode
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(a) HIV HC (c) BP HC (e) PPMI HC

(b) HIV Patient (d) BP Patient (f) PPMI Patient

Fig. 2: Visualization of salient ROIs on the explanation enhanced brain connection
networks for Health Control (HC) and Patient. The color of regions represents
ROI’s average importance in the given group. The bright-yellow color indicates a
high score, while dark-red indicates a low score.

Network (DMN), Somato-Motor Network (SMN), Subcortical Network (SN),
Memory Network (MN), and Cognitive Control Network (CCN).

Salient ROIs. We provide both group-level and individual-level interpretations to
understand which ROIs contribute most to the prediction of a specific disorder.
On the group level, we rank the most salient ROIs on the learned explanation
mask by calculating the sum of the edge weights connected to each node. Then on
the individual level, we use the BrainNet Viewer [37] to plot the salient ROIs on
the average brain connectivity graph enhanced by the learned explanation mask.
For the HIV disease, anterior cingulate, paracingulate gyri, and inferior frontal
gyrus are selected as salient ROIs. This complies with scientific findings that the
regional homogeneity value of the anterior cingulate and paracingulate gyri are
decreased [25] and lower gray matter volumes are found in inferior frontal gyrus
in HIV patients [21]. The individual-level visualizations in Fig. 2(a)(b) show the
difference between Health Control (HC) and HIV patients in those salient ROIs.
For the BP disease, secondary visual cortex and medial to superior temporal
gyrus are selected as salient ROIs. This observation is in line with existing studies
that visual processing abnormalities have been characterized in bipolar disorder
patients [28, 30], which is also confirmed in Fig. 2(c)(d). For the PPMI disease,
rostral middle frontal gyrus and superior frontal gyrus are selected as salient ROIs
and Fig. 2(e)(f) display the difference. This is in accordance with MRI analysis
revealing a significant decrease in PD patients in the rostral medial frontal gyrus
and superior, middle, and inferior frontal gyri [18]. All these observed salient
ROIs can be potential biomarkers to identify brain disorders from each cohort.
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Healthy Control Patient

(a) HIV

Healthy Control Patient

(b) BP

Healthy Control Patient

(c) PPMI

Fig. 3: Visualization of important connections on the explanation enhanced brain
connection network. Edges connecting nodes within the same neural system (VN,
AN, BLN, DMN, SMN, SN, MN, CCN) are colored accordingly, while edges
across different systems are colored gray. Edge width indicates its weight in the
explanation graph.

Important connections. The globally shared explanation mask M provides in-
terpretations of important connections. We obtain an explanation subgraph G′

s

by taking the top 100 weighted edges from the masked G′ with all other edges
removed. The connection comparisons are shown in Fig. 3, which helps identify
connections related to specific disorders. For the HIV dataset, the explanation
subgraph of patients excludes rich interactions within the DMN (colored blue)
system. Also, interactions within the VN (colored red) system of patients are sig-
nificantly less than those of HCs. These patterns are consistent with the findings in
earlier studies [11, 12] that connectivity alterations within- and between-network
DMN and VN may relate to known visual processing difficulties for HIV patients.
For the BP dataset, compared with tight interactions within the BLN (colored
green) system of the healthy control, the connections within BLN system of the
patient subject are much sparser, which may signal pathological changes in this
neural system. This observation is in line with previous studies [6], which finds
that the parietal lobe, one of the major lobes in the brain roughly located at the
upper back area in the skull and is in charge of processing sensory information
received from the outside world, is mainly related to Bipolar disorder attack. Since
parietal lobe ROIs are contained in BLN under our parcellation, the connections
missing within the BLN system in our visualization are consistent with existing
clinical understanding. For the PPMI dataset, the connectivity in the patient
group decreases in the SMN (colored purple) system, which integrates primary
sensorimotor, premotor, and supplementary motor areas to facilitate voluntary
movements. This observation confirms existing neuroimaging studies that have
repeatedly shown disorder-related alteration in sensorimotor areas of Parkinson’s
patients [2]. Furthermore, individuals with PD have lower connectivity within the
DMN (colored blue) system compared with healthy controls, which is consistent
with the cognition recession study on Parkinson’s patients [8, 33].

5 Conclusion

In this work, we propose a novel interpretable GNN framework for connectome-
based brain disorder analysis, which consists of a brain network-oriented GNN
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predictor and a globally shared explanation generator. Experiments on real-world
neuroimaging datasets show the superior prediction performance of both our
backbone and the explanation enhanced models and validate the disorder-specific
interpretations from the generated explanation mask. The limitation of the
proposed framework might arise from the small size of neuroimaging datasets,
which restraints the effectiveness and generalization ability of deep learning
models. A direct future direction based on this work is to utilize pre-training and
transfer learning techniques to learn across datasets. This allows for the sharing
of information and explanations across different cohorts, which could lead to a
better understanding of cross-disorder commonalities.
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