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ABSTRACT
Cold-start diagnosis prediction is a challenging task for AI in health-
care, where often only a few visits per patient and a few observa-
tions per disease can be exploited. Althoughmeta-learning is widely
adopted to address the data sparsity problem in general domains,
directly applying it to healthcare data is less effective, since it is
unclear how to capture both the temporal relations in clinical visits
and the complicated relations among syndromic diseases for pre-
cise personalized diagnosis. To this end, we first propose a novel
Meta-learning framework for cold-start diagnosis prediction in
healthCare data (MetaCare). By explicitly encoding the effects of
disease progress over time as a generalization prior, MetaCare dy-
namically predicts future diagnosis and timestamp for infrequent
patients. Then, to model complicated relations among rare diseases,
we propose to utilize domain knowledge of hierarchical relations
among diseases, and further perform diagnosis subtyping to mine
the latent syndromic relations among diseases. Finally, to tailor the
generic meta-learning framework with personalized parameters,
we design a hierarchical patient subtyping mechanism and bridge
the modeling of both infrequent patients and rare diseases. We
term the joint model as MetaCare++. Extensive experiments on two
real-world benchmark datasets show significant performance gains
brought by MetaCare++, yielding average improvements of 7.71%
for diagnosis prediction and 13.94% for diagnosis time prediction
over the state-of-the-art baselines.
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1 INTRODUCTION
Electronic health records (EHRs) consisting of patients’ temporal
visit information enable researchers and doctors to build better pre-
dictivemodels for clinical decisionmaking [6, 20]. Many recent stud-
ies on this problem leverage modern deep learning models, such as
recurrent neural networks [6, 22], attention-based mechanisms [23],
and graph neural networks [7]. These models typically work well
when adequate EHR data with task-specific labels are available, but
can seriously suffer when training data are scarce [41, 43], for exam-
ple, facing infrequent patients (i.e., patients with only a few visits)
and rare diseases (i.e., diseases with only a few observations). In par-
ticular, we term the diagnosis prediction that involves infrequent
patients and/or rare diseases as cold-start diagnosis prediction.

Recently, meta-learning has been demonstrated as an effective
mechanism to alleviate the data sparsity problem in general do-
mains (e.g., computer vision [35, 39], natural language process-
ing [26, 42], and recommendation [8, 16]). Although these models
encode general knowledge from huge amounts of training data,
they ignore the specific modeling of healthcare data, such as the
temporal relations between patients’ sequential diagnoses [20] and
complicated relations among syndromic diseases [23]. For example,
as shown in Figure 1, Jack is an infrequent patient with only two
historical visits, who suffers from a high blood pressure disease (i.e.,
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Figure 1: An illustrative example of cold-start diagnosis prediction with patients’ sequential diagnoses and ICD-9 hierarchy.

Malignant Essential Hypertension (401.0)) at the diagnosis time 𝑇3.
To predict such a rare disease that only appears a few times in the
whole database, an ideal meta-learner should (1) consider the accu-
mulative effect of disease progression over the individual patient,
such as Abnormal Glucose (790.2) from𝑇1, since a significant period
of time with 790.2 will increase the risk of high blood pressure; (2)
consider the hierarchical relations among diseases that categorizes
401.0 as a sub-disease of high blood pressure and the syndromic
relations between high blood pressure and abnormal glucose.

In this work, we enable such a specialized clinical meta-learning
framework to achieve precise diagnosis prediction. The task is
challenging from several perspectives.
Challenge I: How to design a meta-learner to capture temporal re-
lations from patients’ sequential visits? In healthcare data, since
diseases can progress over time [29, 30, 44], the diagnosis time and
the temporal relations among each patient’s sequential diagnoses
(as shown in Figure 1) are important for diagnosis prediction. Al-
though existing meta-learning methods that can be divided into the
support set and query set can derive the global knowledge from sets
as a generalization prior [9, 16, 33], such permutation-invariant sets
fail to model the above accumulative effects of disease progression
among sequential diagnoses.
Challenge II: How to model both the hierarchical and syndromic
relations among diseases? To accurately model diseases, especially
rare diseases that only appear a few times, it is practical to borrow
the disease hierarchies (e.g., ICD-9 [2, 32]) from domain knowl-
edge. By classifying diseases into various types according to body
systems with a tree-structured hierarchy, we can allow the parent
diseases to summarize common properties of child diseases, while
the child diseases can inherit important properties from the parents.
For example, as shown in Figure 1, 272.0 and 272.1 are children of
272, whereas 401.0 and 401.1 are children of 401. However, the exist-
ing ICD-9 hierarchy does not incorporate the syndromic relations
among diseases (e.g., 272.0 in the metabolic system is easily concur-
rent with 401.0 in the circulatory system), which can be extracted
from actual diagnosis data and valuable for diagnosis prediction.
Challenge III: How to properly parameterize meta-learner for per-
sonalized diagnosis prediction? The leading causes of one disease for
different patients vary a lot [41]. However, a generic meta-learner
with globally shared knowledge can backfire on personalized diag-
nosis prediction. How to fully leverage temporal relations among

sequential diagnoses and complicated relations among syndromic
diseases to personalize the meta-learner remains unknown.

To address the above challenges, we first propose MetaCare,
which introduces a clinical meta-learner to capture temporal rela-
tions among patient visits for cold-start diagnosis prediction. Fur-
thermore, we propose a diagnosis-enhanced disease representation
learning method to model both the hierarchical and syndromic
relations among diseases. Finally, we propose MetaCare++, which
devises a hierarchical patient subtyping strategy to bridge the mod-
eling of infrequent patients and rare diseases, and tailor the param-
eters of the meta-learner for personalized diagnosis prediction.

Our overall contributions in this work are summarized as follows:

• Formulation of cold-start diagnosis prediction. MetaCare++ is the
first diagnosis prediction model for both infrequent patients and
rare diseases, which can effectively alleviate the data sparsity
problem in diagnosis prediction. (Section 3.1).

• Effective model designs. In MetaCare, we propose a novel clinical
meta-learner, which captures the temporal relations among pa-
tients’ sequential diagnoses regarding both diagnoses and times
(Section 3). Furthermore, in MetaCare++, we devise a diagnosis-
enhanced disease representation learning and a personalized
decoder via hierarchical subtyping, which captures both tem-
poral relations among sequential diagnoses and complicated
relations among syndromic diseases to achieve precise diagnosis
prediction (Section 4).

• Extensive experiments on real benchmark EHR datasets.We con-
duct comprehensive experimental evaluations on cold-start diag-
nosis prediction tasks against state-of-the-art approaches over
two public large-scale EHR datasets. Extensive experimental
results demonstrate the superiority of MetaCare++ (Section 5).

2 RELATEDWORK
2.1 Deep Learning for Diagnosis Prediction
Diagnosis prediction is a developing area that leverages a patient’s
temporal visits to predict future diagnosis [6, 14, 19, 37, 41]. For
example, RETAIN [6] employed an attention process on recurrent
neural networks (RNNs) to model the order of visits for the dis-
ease prediction task. Dipole [22] applied bidirectional long-short
term memory networks and attention mechanisms to predict pa-
tient visit information. Both Timeline [2] and ConCare [24] utilized
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time-aware attention mechanisms in RNN for health event pre-
dictions. However, in the cold-start diagnosis prediction setting
which involves infrequent patients and/or rare diseases, the above
approaches suffer from the data sparsity problem [7, 27].

To alleviate the data scarcity challenge in healthcare, many
works [7, 20, 23, 41] exploited the information from external medical
knowledge graph for robust representations. For example, GRAM [7]
constructed a disease graph from medical knowledge (KG). Med-
Path [41] used a personalized knowledge graph extracted from
SemMed to learn the disease progression information for individ-
ual patient. GCL [20] utilized the hierarchical structure of medical
domain knowledge and introduced an ontology weight to capture
hidden disease correlations. However, existing medical KGs do not
fully capture the complicated relations among diseases, and it is
unclear how they can be used to model infrequent patients.

2.2 Meta Learning
Meta-learning has attracted tremendous attention due to its ef-
fectiveness in many domains, such as computer vision [35, 39],
natural language processing [26, 42], and recommendation [8, 16].
Among them, optimization-based meta-learning is widely adopted,
where a gradient procedure is trained to be applied on a learner
directly [1, 10, 18]. For example, model-agnostic meta-learning
(MAML) [10] aimed to learn a good parameter initialization for
the fast adaptation of testing tasks. Based on MAML, MAMO [8]
designed task-specific and feature-specific memory matrices for
user cold-start and item cold-start problems in recommendation.
TaNP [18] associated each user with a corresponding stochastic
process and learned a task-specific meta-learning framework to
enhance user cold-start recommendation.

While the advantages of meta-learning seem eminent, the ap-
plication of meta-learning in healthcare has rarely been explored.
Inspired by the above promising works based on meta-learning, we
propose to follow a manner of parameter initialization for cold-start
diagnosis prediction. As closest to us, [43] proposed to leverage
labeled patients from other relevant high-resource domains under a
multi-domain setting. [36] designed a task-adaptive meta-learning
framework for solving the rare diseases problem. However, both of
them fail to incorporate the temporal relations among sequential di-
agnoses to learn generalizations priors that facilitate the modeling
of infrequent patients.

3 THE METACARE FRAMEWORK
3.1 Problem Statement
Our goal is to provide precise diagnosis prediction involving rare
diseases and infrequent patients. We formulate the cold-start diag-
nosis prediction from the meta-learning perspective.

We first denote the diagnosis dataset as D. For each patient
𝑢𝑖 , D includes a sequence of diagnosis 𝜏𝑖 = {𝑑𝑖, 𝑗 ,𝑇𝑖, 𝑗 }𝑁𝑖

𝑗=1, where
𝑑𝑖, 𝑗 denotes the 𝑗-th diagnosed disease, 𝑇𝑖, 𝑗 is the corresponding
diagnosis time, and 𝑁𝑖 denotes the number of diseases for 𝑢𝑖 . Then,
we can divide each sequence of diagnosis into a support sequenceS𝑖
and a query sequence Q𝑖 according the diagnosis time (𝜏𝑖 = S𝑖∪Q𝑖 ).
Thus, the task of cold-start diagnosis prediction for each patient
𝑢𝑖 is to predict the diagnosed diseases in Q𝑖 = {𝑑𝑖, 𝑗 ,𝑇𝑖, 𝑗 }𝑁𝑖

𝑗= |S𝑖 |+1

based on S𝑖 = {𝑑𝑖, 𝑗 ,𝑇𝑖, 𝑗 }
𝑁S𝑖
𝑗=1 , where 𝑁S𝑖

denotes a small number of
diagnosed diseases in the previous clinical visits of 𝑢𝑖 . For unified
training, we normalize the diagnosis time 𝑇𝑖, 𝑗 into [0, 1] via (𝑇𝑖, 𝑗 −
𝑇𝑖,0)/(𝑇𝑚𝑎𝑥 −𝑇𝑖,0).

3.2 Overall Framework
We summarize our MetaCare framework as a two-step process
(shown in the left of Figure 2) as follows:
(1) We denote the embedding for a disease as 𝒅 𝑗 ∈ R𝐷 , where 𝐷
is the embedding dimension. To model the accumulative effects
of disease progression over time, we propose to explicitly stack
the previous diagnosed diseases. In other words, when predicting
diagnosis in 𝝉𝑖, 𝑗+1, we leverage 𝝉𝑖, [1:𝑗 ] = {𝒅1,𝑥 ,𝑇𝑖,𝑥 } 𝑗𝑥=1 as inputs.
In this way, we can obtain a latent vector 𝒛 in an iterative way,
where 𝒛 is learned via encoder ℎ𝜃 (Section 3.3.1). The generation
process can be formulated as follows:

𝑝

(
𝝉𝑖,𝑁𝑖

|𝝉𝑖, [1:𝑁𝑖−1]
)
=

∫
𝑝 (𝒛𝑖 )

𝑁𝑖−1∏
𝑗=1

𝑝

(
𝝉𝑖, 𝑗+1 |𝝉𝑖, [1:𝑗 ] , 𝒛𝑖

)
𝑑𝒛𝑖

=

∫
𝑝 (𝒛𝑖 )

𝑁𝑖−1∏
𝑗=1

𝑝

(
𝒅𝑖, 𝑗+1,𝑇𝑖, 𝑗+1 |𝒅𝑖, [1:𝑗 ] , 𝑻 𝑖, [1:𝑗 ] , 𝒛𝑖

)
𝑑𝒛𝑖 .

(1)

Since the true posterior 𝑝 in Eq. 14 is intractable, we propose
to leverage continuous normalizing flow (CNF) to infer it (Sec-
tion 3.3.2). Through a series of invertible mappings that transform
an initial latent variable as 𝒛𝑖 (0) to a more complicated one as 𝒛𝑖 (Ψ),
we can alleviate the inference gap and achieve better performance.
The final variational posterior is defined as 𝑞𝜙 (𝒛𝑖 (Ψ) |𝝉𝑖 ). We have
the evidence lower-bound (ELBO) objective as follows:

argmax
𝜃,𝜙

𝑁𝑖−1∑︁
𝑗

[
ELBO

(
𝑞𝜙 (𝒛𝑖 (Ψ) |𝝉𝑖, [1:𝑗 ] ) | | log𝑝

(
𝒛𝑖 (Ψ),𝝉𝑖, 𝑗+1

) )]
= E𝑞𝜙 (𝒛𝑖 |𝝉𝑖 ) [

𝑁𝑖∑︁
𝑗

log 𝑝
(
𝝉𝑖, 𝑗+1 |𝝉𝑖, [1:𝑗 ] , 𝒛𝑖 (Ψ)

)
︸                              ︷︷                              ︸

Reconstruction

− log
𝑞𝜙 (𝒛𝑖 (0) |𝝉𝑖 )
𝑝 (𝒛𝑖 (0))︸                ︷︷                ︸

Matching

] .

(2)
(2) To predict diagnosis in the query seqQ𝑖 , we leverage the variable
𝒛𝑖 (Ψ) with S𝑖 by replacing the Matching part above as follows:

E𝑞𝜙 (𝒛𝑖 |𝝉𝑖 ) [
𝑁𝑄𝑖

−1∑︁
𝑗

log 𝑝
(
𝝉𝑖, 𝑗+1 |𝝉𝑖, [1:𝑗 ] , 𝒛𝑖 (Ψ)

)
− log

𝑞𝜙 (𝒛𝑖 (0) |𝝉𝑖 )
𝑞𝜙 (𝒛𝑖 (0) |S𝑖 )

],

(3)
where the conditional likelihood 𝑝

(
𝝉𝑖, 𝑗+1 |𝝉𝑖, [1:𝑗 ] , 𝒛𝑖 (Ψ)

)
is learned

by decoder 𝑔𝜈 (Section 3.4).

3.3 Encoder
3.3.1 Embedding Layer. Given 𝝉𝑖 in the training set and S𝑖 in
the testing set, our encoder ℎ𝜃 tries to generate the variational
approximations 𝑞(𝒛𝑖 |𝝉𝑖 ) and 𝑞(𝒛𝑖 |S𝑖 ) respectively. To capture the
temporal relations among sequential diagnoses, especially the ac-
cumulative effects of disease progression over time, we propose
to explicitly model the diagnosis time of each disease. In partic-
ular, we first concatenate the previous diagnosed diseases before
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Figure 2: The overall framework of both MetaCare and MetaCare++.

the diagnosis time of 𝝉𝑖, [1:𝑗 ] and the predictive ones in 𝝉𝑖, 𝑗+1 as
𝑬𝑥
𝑖, [1:𝑗+1] = [𝒖𝑖 , 𝒅1,𝑇𝑖,1, . . . , 𝒅 𝑗+1,𝑇𝑖, 𝑗+1], where the 𝒖𝑖 is the patient

embedding. Then, we apply a multilayer perceptron network (MLP)
to obtain the representation of 𝑗-th disease 𝑬𝑣

𝑖, 𝑗
= MLP(𝑬𝑥

𝑖, [1:𝑗+1] ).
In this way, the diagnosed diseases at the early period are explicitly
encoded into the 𝑖-th patient’s current physician state 𝑬𝑣

𝑖, 𝑗
. Then, we

further apply an attention mechanism across 𝑬𝑠
𝑖
= [𝑬𝑣

𝑖,1, 𝑬
𝑣
𝑖,2, . . . ,

𝑬𝑣
𝑖,𝑁𝑖−1], and obtain the representation of each sequence as 𝒔𝑖 =

softmax(𝑬𝑠
𝑖
𝑾𝑠 )𝑬𝑠𝑖 , where𝑾𝑠 is learnable parameters.

3.3.2 Inference with CNF. With the sequence representation 𝒔𝑖
learned, it is widely adopted to leverage the reparameterization
trick [12, 15] to express the randomvariable, i.e., 𝒛𝑖 ∼ N(𝜇𝑖 , diag(𝜎2𝑖 ))
as follows:

[𝝁 𝒊,𝝈𝒊] = Encoder(𝒔𝑖 ;ℎ𝜃 ),
𝒛𝑖 = 𝝁 𝒊 + 𝜖 ⊙ 𝝈𝒊, 𝜖 ∼ N(0, 𝑰 ). (4)

Although it is possible to use a simple Gaussian prior over the
real posterior distribution 𝑞𝜙 (𝑧𝑖 |𝝉𝑖 ), a restricted prior as a typical
Gaussian in Eq. 4 tends to limit the model performance [5, 40,
45]. Existing studies have shown that, by employing richer and
more complicated distributions, we can alleviate the non-negligible
inference gaps between the true posterior 𝑝 and the approximate
posterior 𝑞𝜙 . However, the inference of such expressive probability
distributions is non-trivial.

To this end, we propose to leverage a continuous normalizing
flow (CNF), which provides a general and extensible framework for
modelling highly complex distributions [3, 4, 11, 25]. In particular,
we simplify the computation of the change in 𝒛𝑖 and its log densities
to transform 𝑞(𝑧𝑖 |𝝉𝑖 ) in a continuous way. Given a variable 𝒛𝑖 (0)
with known probability distribution 𝑝 (𝒛𝑖 (0)) (e.g., Gaussian in Eq. 4)
and differential function 𝛽𝜁 that is uniformly Lipschitz continuous

in both 𝒛𝑖 and step𝜓 , we have:
𝑑𝒛𝑖 (𝜓 )
𝑑𝜓

= 𝛽𝜁 (𝒛𝑖 (𝜓 ),𝜓 ), (5)

which describes a continuous-in-time transformation of 𝒛𝑖 (𝜓 ). With
the theorem of instantaneous change of variables [4], the change
in log densities log𝑞(𝒛𝑖 (Ψ) |𝝉 ) also follows a differential equation:

𝑑 log𝑞(𝒛𝑖 (Ψ) |𝝉𝑖 )
𝑑𝜓

= −Tr
(
𝜕𝛽𝜁 (𝒛𝑖 (𝜓 ),𝜓 )

𝜕𝒛𝑖 (𝜓 )

)
, (6)

where Tr denotes the trace operation and can replace the intensive
determinant computation in normalizing flows [46].

Then, the latent variables 𝒛𝑖 (Ψ) after step Ψ and its log densities
log𝑞(𝒛𝑖 (Ψ) |𝝉 ) can be computed as:

z𝑖 (Ψ) = z𝑖 (0) +
∫ Ψ

0
𝛽𝜁 (z𝑖 (𝜓 ),𝜓 ) 𝑑𝜓,

log𝑞𝜙 (z𝑖 (Ψ) |𝝉𝑖 ) = log𝑞𝜙 (z𝑖 (0) |𝝉𝑖 ) −
∫ Ψ

0
Tr

(
𝜕𝛽𝜁

𝜕z𝑖 (𝜓 )

)
𝑑𝜓,

(7)

where Ψ can be arbitrarily set for more transformations and we
empirically set Ψ as 1 following [45].

With log𝑞𝜙 (z𝑖 (Ψ) |𝝉𝑖 ) in Eq. 7, the matching part in Eq. 2 can
be calculated based on CNF as follows:

L𝑚 = E𝑞𝜙 (𝒛𝑖 |𝝉𝑖 ) log
𝑞𝜙 (𝒛𝑖 (0) |𝝉𝑖 )
𝑝 (𝒛𝑖 (0))

= E𝑞𝜙 (𝒛𝑖 |𝝉𝑖 ) log 𝑝 (z𝑖 (Ψ))

− 𝑞𝜙 (z𝑖 (0) |𝝉𝑖 ) +
∫ Ψ

0
Tr

(
𝜕𝛽𝜁 (𝒛𝑖 (𝜓 ),𝜓 )

𝜕z𝑖 (𝜓 )

)
𝑑𝜓 ] .

(8)

3.4 Decoder
Due to the inverse property of continuous normalizing flow [38],
there exists condition of consistency between 𝑞𝜙 (𝒛𝑖 (0) |𝜏𝑖 ) and
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𝑞𝜙 (𝒛𝑖 (0) |S𝑖 ). To this end, the goal of decoder 𝑔𝜈 in Eq. 3 can be
simplified as follows:

log𝑝 (𝝉𝑖, 𝑗+1 |𝝉𝑖, [1:𝑗 ] , z𝑖 (Ψ))

= −
[
log𝑝

(
�̂�𝑖, 𝑗+1 |𝝉𝑖, [1:𝑗 ] , z𝑖 (Ψ)

)
+ log 𝑝

(
𝑇𝑖, 𝑗+1 |𝝉𝑖, [1:𝑗 ] , z𝑖 (Ψ)

)]
= Decoder(𝝉𝑖, [1:𝑗 ] , z𝑖 (Ψ);𝑔𝜈 ),

(9)
where 𝝉𝑖, 𝑗+1 =

(
𝒅𝑖, 𝑗+1,𝑇𝑖, 𝑗+1

)
includes the diagnosis 𝒅𝑖, 𝑗+1 and the

exact diagnosis time𝑇𝑖, 𝑗+1. In particular, we first obtain the temporal
context representation 𝚪𝑖, 𝑗 ∈ R𝐷×1 as follows:

𝚪𝑖, 𝑗 = MLP( [𝝉𝑖, [1:𝑗 ] , 𝒛𝑖 (Ψ)]), (10)

where 𝝉𝑖, [1:𝑗 ] is the input and 𝒛𝑖 (Ψ) is the latent variable in Eq. 7.
Diagnosis prediction layer aims to predict the diagnosed dis-
eases of each patient. Given the latent variable 𝒛𝑖 (Ψ) in Eq. 7, the
probability of the predictive disease �̂�𝑖, 𝑗+1 is calculated as follows:

𝑝

(
�̂�𝑖, 𝑗+1 |𝚪𝑖, 𝑗

)
= softmax(𝚪𝑖, 𝑗 ) . (11)

Time prediction layer aims to predict the exact diagnosis time
of the next visit. Rather than directly predicting time as a regres-
sion problem, we propose to learn a condition intensity function
𝜆(𝑖, 𝑡), which can calculate the accumulative influence among the
past diagnosis and reflect the evolutionary process of the intensity
function with time as follows

𝜆𝑖 (𝑡) = exp
(
𝚪𝑖, 𝑗 · 𝒗𝑡 + 𝛼

(
𝑡 −𝑇𝑖, 𝑗

)
+ 𝜆0

)
, (12)

where 𝒗𝑡 ∈ R𝐷×1 and 𝜆0 are scalars that denote the basic intensity
of the next diagnosis. The first term 𝚪𝑖, 𝑗 · 𝒗𝑡 calculates the accumu-
lative effect among the past diseases. The second term 𝛼 (𝑡 −𝑇𝑖, 𝑗 )
denotes the evolutional process of the intensity function with time.

In the training phase, the probability that the next diagnosed
disease would occur at time 𝑇𝑖, 𝑗+1 can be calculated as:

𝑝

(
𝑇𝑖, 𝑗+1 = 𝑇𝑖, 𝑗+1 |𝚪𝑖, 𝑗

)
= 𝑓𝑖 (𝑇𝑖, 𝑗+1 −𝑇𝑖, 𝑗 ) = 𝑓𝑖 (Δ𝑇𝑖, 𝑗+1), (13)

where 𝑓𝑖 (𝑡) = 𝜆𝑖 (𝑡) exp
(
−
∫ 𝑡
𝑇𝑖,𝑗

𝜆(𝜀)𝑑𝜀
)
. In the test phase, the time

𝑇𝑖, 𝑗+1 of the next diagnosis can be predicted as the expectation
𝑇 ′
𝑖, 𝑗+1 =

∫ ∞
𝑇𝑖,𝑗

𝑡 · 𝑓𝑖 (𝑡)𝑑𝑡 .

3.5 Overall Objectives
Finally, the objective function of the proposed MetaCare is given
as follows:

minL𝑝𝑟𝑒𝑑 = −
|T𝑡𝑟 |∑︁
𝑖=1

𝑁Q𝑖 −1∑︁
𝑗=1

[log 𝑝 (�̂�𝑖, 𝑗+1 |𝚪𝑖, 𝑗 )

+ log 𝑝 (𝑇𝑖, 𝑗+1 = 𝑇𝑖, 𝑗+1 |𝚪𝑖, 𝑗 ] − L𝑚,

(14)

where 𝑝 (�̂�𝑖, 𝑗+1 |𝚪𝑖, 𝑗 ) is calculated in Eq. 11, 𝑝 (𝑇𝑖, 𝑗+1 = 𝑇𝑖, 𝑗+1 |𝚪𝑖, 𝑗 )
is calculated in Eq. 13, and the matching loss L𝑚 is calculated in
Eq. 8. 𝒅 𝑗+1 and 𝑇𝑖, 𝑗+1 are the ground-truth labels of the ( 𝑗 + 1)-th
diagnosis and its diagnosis time.

4 METACAREWITH HIERARCHICAL
SUBTYPING (METACARE++)

Our proposed MetaCare framework essentially captures the tempo-
ral relations among sequential diagnoses, which is helpful to model
infrequent patients. However, the current modeling of diseases fails
to capture either the hierarchical relations or syndromic relations
among diseases. Moreover, we find that generally sharing parame-
ters for all patients’ sequential diagnoses can be problematic, since
there exist specific causes of diseases to different patients. Without
tailoring personalized parameters for individual patients, the model
with globally shared knowledge can even backfire personalized
diagnosis prediction.

In light of this, we propose a diagnosis-enhanced disease rep-
resentation learning method to capture both hierarchical and syn-
dromic relations among diseases, and further propose a person-
alized decoder to tailor the meta-model’s parameters via patient
subtyping (shown in the right of Figure 2). In this way, we can
jointly model infrequent patients and rare diseases for personalized
diagnosis prediction. We name our framework of MetaCare with
hierarchical subtyping as MetaCare++.

4.1 Diagnosis-enhanced Disease Representation
4.1.1 Capturing Hierarchical Relations based on ICD-9 Hierarchy.
ICD-9 is an official system of assigningmedical codes to diseases [34].
It hierarchically classifies medical codes into different types of dis-
eases according to the body systems in 𝐿 levels. This forms a tree
structure where each disease has only one direct parent. To ensure
the parent disease summarize the common properties of child dis-
eases and child diseases inherit important properties from parents,
we recursively concatenate the embedding of each sub-disease to
their parent from the leaf level of hierarchy as follows:

𝒅 𝑗 = 𝑬1
𝑗 ⊕ 𝑬2

𝑗 ⊕ · · · ⊕ 𝑬𝑙𝑗 ⊕ · · · ⊕ 𝑬𝐿𝑗 ∈ R
𝐷×1, (15)

where ⊕ denotes the concatenation operation and 𝑬𝑙
𝑗
denotes the

disease representation in the 𝑙-th level.

4.1.2 Capturing Syndromic Relations via Hierarchy-aware Disease
Subtyping. Besides the hierarchical relations, it is important to mine
the syndromic relations among diseases as motivated in Section 1.
Although the syndromic relations can be obtained via actual di-
agnosis data (i.e., the patient-disease matrix Υ), it is non-trivial to
make disease embeddings reflect the syndromic relations and pre-
serve the hierarchy inherited from ICD-9. For example,as shown in
Figure 1, with the syndromic relation between 401.0 and 790.21, di-
rectly forcing 790.21 to be close to 401.0may break the parent-child
relation between 790.2 and 790.21.

To properly capture the syndromic and hierarchical relations
among diseases, we propose to reorganize the embedding space
based on the ICD-9 hierarchy. Specifically, we first capture the
syndromic relations among diseases via disease subtyping, which
clusters diseases into different groups according to the patient-
disease matrix. Then, we propose to calculate the center of each
disease subtype by considering the hierarchical relations, so as to
reorganize disease embeddings via subtype-aware regularization
loss. The detailed processes are listed as follows:
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Capturing syndromic relations via disease subtyping: Sup-
pose the diseases can be divided into 𝐾 subtypes as G = {G1,G2,
. . . ,G𝐾 }, where G𝑘 (1 ≤ 𝑘 ≤ 𝐾) denotes a disease subtype and 𝐾
is a hyper-parameter. Through patient-disease matrix 𝚼, we can
obtain the concurrent frequency of two diseases. Specifically, we
first multiply 𝚼

𝑇
𝚼 to calculate the disease-disease relations, where

the value in the matrix represent the concurrent times of two dis-
eases. Then, we divide the concurrent times by the total concurrent
times of each disease for the concurrent frequency. For example,
as shown in Figure 1, both Lisa and Jack have been diagnoised
with disease 272.0 and disease 401.0. In this case, the concurrent
times between 272.0 and 401.0 is 2. By leveraging the concurrent
frequency as the similarity, we can simply perform K-Means [17]
for disease subtyping.
Preserving hierarchical relations based via an accumulative
regularization: With the disease subtypes G, it is straightforward
to reorganize the embedding space by regularizing the diseases in-
sides one subtype to be closed to the center of the subtype. However,
without considering that parent diseases can summarize the prop-
erties of their children, the hierarchical relations may be destroyed
after the mining of syndromic relations. For example, as shown in
Figure 1, the syndromic relations between 272.0 and 401.0 should
not only make themselves close to each other but also ensure their
patents (i.e., 272 and 401) to be close to each other.

In light of this, we propose to disentangle the disease embeddings
to 𝑬𝑙

𝑗
in Eq. 15 and perform an accumulate regularization from the

sub-diseases to the parent-diseases. In this way, we can regularize
the disease embeddings to be closer to the center of the disease
subtypes at each level, to make the embedding space after capturing
the syndromic relations consistent with the ICD-9 hierarchy. The
proposed accumulative regularization loss is given as follows:

L𝑑−𝑠𝑢𝑏𝑡𝑦𝑝𝑖𝑛𝑔 =
𝐾∑︁
𝑘=1

∑︁
𝑑𝑖 ∈G𝑘

𝑙𝑖∑︁
𝑙=1

∥𝑬𝑙𝑖 −
1
𝑚𝑘

∑︁
𝑑 𝑗 ∈G𝑘

𝑬𝑙𝑗 ∥
2, (16)

where ∥ · ∥2 measure the Euclidean distance and 𝑬𝑙
𝑖
is the 𝑖-th

disease’s embedding at level 𝑙 . 𝑙𝑖 denotes 𝑑𝑖 ’s acutal level in ICD-9
and𝑚𝑘 is the number of diseases that belong to subtype G𝑘 .

4.2 Personalized Decoder
The proposed MetaCare in Section 3 captures the temporal relations
among sequential diagnosis, and the diagnosis-enhanced disease
representation learning in Section 4.1 captures the complicated
relations among syndromic diseases. Both of them are leverage
globally shared meta-learning parameters for diagnosis prediction.
However, since the leading causes of one specific disease for dif-
ferent patients vary a lot [21, 41], the general meta-learner fails
to handle the patient personalization and can backfire personal-
ized diagnosis prediction. Since the personalized parameters for
each patient will involve a large memory cost and suffer from the
data sparsity problem, we propose to perform patient subtyping to
personalize meta-learner for a certain group of patients.
Personalizing the meta-learner via patient subtyping: To per-
form an accurate patient subtyping, we propose to enhance the
representation of patients’ diagnosis sequences by aggregating the

Algorithm 1: Training process of MetaCare++
Data: Training task set T 𝑡𝑟 ; the disease set D,

Hyperparameters: 𝐾 , 𝐶 , and 𝜔 .
Result: Parameters in embedding layer; ℎ𝜃 ; 𝑯 ; 𝑔𝜈𝑖 .

1 Initialize all model parameters;
2 while not converged do
3 for all 𝝉𝑖 ∈ T 𝑡𝑟 do
4 Construct support sequence 𝑆𝑖 and query sequence

𝑄𝑖 from 𝜏𝑖 as Section 3.1;
5 Generate 𝑞𝜙 (𝒛𝑖 (Ψ) |𝝉𝑖 ) via encoder ℎ𝜃 in Eq.7;
6 Predictions on 𝑄𝑖 via personalized decoder 𝑔𝜈𝑖 in

Eq. 21;
7 Generate 𝑞𝜙 (𝒛𝑖 (Ψ) |S𝑖 ) via encoder ℎ𝜃 in Eq.7 ;
8 Calculate prediction loss L𝑝𝑟𝑒𝑑 in Eq. 14 ;

9 Calculate total loss in Eq. 22, including L𝑝𝑟𝑒𝑑 in Eq. 14,
L𝑑−𝑠𝑢𝑏𝑡𝑦𝑝𝑖𝑛𝑔 in Eq. 16, and L𝑝−𝑠𝑢𝑏𝑡𝑦𝑝𝑖𝑛𝑔 in Eq. 20;

10 Update patient embedding 𝒖, disease embedding 𝒅, ℎ𝜃 ,
and 𝑔𝜈𝑖 ;

disease embeddings. With such a disease-enhanced patient embed-
ding 𝒖𝑖 , the patient embeddings can inherit both the hierarchical
and syndromic relations among diseases. Since 𝒖𝑖 is the linear com-
bination of the diagnosed disease, it can also be disentangled into 𝐿
level representation similar to the disease representation in Eq. 15.
The formulation of 𝒖𝑖 is given as follows:

𝒖𝑖 =

∑
𝑖 𝜐𝑖𝒅 𝑗∑
𝑖 𝜐𝑖

= 𝑬𝑢,1
𝑖

⊕ 𝑬𝑢,1
𝑖

· · · ⊕ 𝑬𝑢,𝐿
𝑖
, (17)

where 𝜐𝑖 ∈ Υ is from patient-disease matrix and 𝑬𝑢,𝑙
𝑖

represents the
𝑙-th level feature of patient 𝑢𝑖 .

Then, since 𝑢𝑖 inherits the hierarchical property of disease by
aggregation, we propose to perform hierarchical subytping, where
the patient subtypes are dentoed as H = [H1

1 ,H
1
2 , . . .H

1
𝐶
, . . . ,

H𝐿
𝐶
]. 𝐶 is the number of child subtypes of each level and 𝐿 is

the number of level that is consistent with the ICD-9 hierarchy.
The corresponding subtype representation is initialized as 𝑯 =

[𝑯 1
1,𝑯

1
2, . . .𝑯

1
𝐶
, . . . ,𝑯𝐿

𝐶
]. To measure the importance of different

subtypes in H for 𝑢𝑖 , we calculate the attention score 𝛼𝑙
𝑖, 𝑗

between
patient 𝑢𝑖 and the subtype 𝑯 𝑙

𝑗
at the 𝑙-th level as:

𝛼𝑙𝑖, 𝑗 = ∥𝑬𝑢,𝑙
𝑖

− 𝑯 𝑙𝑗 ∥
2/
∑︁
𝑗 ′

∥𝑬𝑢,𝑙
𝑖

− 𝑯 𝑙𝑗 ′ ∥
2 . (18)

Therefore, the enhanced patient representation 𝑷𝑖 can be ob-
tained by fusing the knowledge from both disease-enhanced patient
embedding and patient’s subtype embedding as follows:

𝑷𝑖 = MLP(𝒖𝑖 +
𝐿∑︁
𝑙=1

𝑙𝐶∑︁
𝑗=1

𝛼𝑙𝑖, 𝑗𝑯
𝑙
𝑗 ). (19)
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Table 1: Statistics of the datasets used in our experiments.

Dataset MIMIC-III eICU
# of patients 7,499 11,707
# of visits 19,911 25,661
Avg. visits per patient 2.66 2.19
# of unique ICD9 codes 6,984 941
Avg. # of diagnosis codes per visit 8.78 4.82
Max # of diagnosis codes per visit 39 57

Similar to the regularization loss for reorganizing disease embed-
dings in Eq. 16, we propose to update subtype embeddings of pa-
tients via minimizing the distance between average patient embed-
dings and the center 𝑯 𝑙

𝑗
at different levels 𝑙 as follows:

L𝑝−𝑠𝑢𝑏𝑡𝑝𝑦𝑖𝑛𝑔 =
𝐿∑︁
𝑙=1

𝑙𝐶∑︁
𝑗=1

∥𝑯 𝑙𝑗 −
1
𝑛𝑙
𝑗

∑︁
𝑢𝑖 ∈H𝑙

𝑗

𝑬𝑢,𝑙
𝑖

∥2, (20)

where 𝑛𝑙
𝑗
is the number of patients in subtypeH 𝑙

𝑗
.

Finally, we learn a personalized decoder 𝑔𝜈𝑖 to adapt only the
personalized parameters from general decoder 𝑔𝜈 as follows:

𝑔𝜈𝑖 = 𝑷𝑖 ◦ 𝑔𝜈 , (21)

where ◦ denotes the element-wise multiplication and 𝑔𝜈 is learned
via Eq. 10-Eq. 13.
Connection between disease subtyping and patient subtyp-
ing: Performing disease subtyping and patient subtyping together
in a unified framework would allow them to mutually reinforce
each other. The hierarchical and syndromic relations among dis-
eases can be captured after the disease subtyping, which can be
helpful to represent patients and personalize the meta-learner via
patient subtyping. Moreover, the personalized meta-learner can
also be helpful to update the disease embeddings, since the dis-
ease subtyping is in an unsupervised fashion and based on the
embeddings learned from the meta-learning framework.

4.3 Overall Objectives
The final objective function of MetaCare++ is given as follows:

minL𝑝𝑟𝑒𝑑 + 𝜔 (L𝑑−𝑠𝑢𝑏𝑡𝑦𝑝𝑖𝑛𝑔 + L𝑝−𝑠𝑢𝑏𝑡𝑦𝑝𝑖𝑛𝑔), (22)

where L𝑝𝑟𝑒𝑑 is calculated in in Eq. 14 for both diagnosis and diag-
nosis times prediction tasks. 𝜔 is a hyperparameter to control the
weight for the subtyping of diseases (i.e., L𝑑−𝑠𝑢𝑏𝑡𝑦𝑝𝑖𝑛𝑔 in Eq. 16)
and patients(L𝑝−𝑠𝑢𝑏𝑡𝑦𝑝𝑖𝑛𝑔 in Eq. 20).

5 EXPERIMENT
In this section, we evaluate our proposed MetaCare and MetaCare++
frameworks focusing on the following four research questions:
• RQ1:Howdo MetaCare and MetaCare++ perform in comparison
to state-of-the-art diagnosis prediction methods?

• RQ2:What are the effects of different model components?
• RQ3: How do the hyperparameters affect the prediction perfor-
mance and how to choose optimal values?

• RQ4:How does MetaCare++ improve themodeling of infrequent
patients and rare diseases?

5.1 Experimental Setup
5.1.1 Datasets and Evaluation Protocols. We use two real-world
EHR datasets to verify the effectiveness of compared methods, i.e.,
MIMIC-III [13] and eICU [28]. Both datasets are fully anonymized
and carefully sanitized before our access. We chose patients who
made at least two visits for both datasets. Both datasets have 𝐿 = 4
levels in ICD-9 hierarchy. The statistics are summarized in Table 1.
For diagnosis prediction, we use Recall@K and NDCG@K metrics.
Intuitively, the Recall metric considers whether the ground-truth
is ranked amongst the top K diagnoses while the NDCG metric
is a position-aware ranking metric. For diagnosis time prediction,
we use the MAE metric, which measures the mean absolute error
between the predicted time and the ground truth.

5.1.2 Methods for comparison. We compare both MetaCare and
MetaCare++ with the following baselines from two perspectives:
(1) existing diagnosis prediction methods (RETAIN [6], Dipole [22],
Timeline [2], GRAM [7], KAME [23], MHM [31], TAdaNet [36], and
CGL [20]); (2) existing meta-learning methods for cold-start users
(MeLU [16], MAMO [8], and TaNP [18]):
• RETAIN [6] is a diagnosis prediction model that leverages GRUs
and attention mechanisms to calculate the contribution scores
of all the appeared diagnosis codes.

• Dipole [22] uses bidirectional RNNs and attention mechanisms
to predict patient visit information.

• Timeline [2] devise a time-aware disease progression function
to predict clinical events from past visits.

• GRAM [7] uses a medical knowledge graph to learn the medical
code representations and predict the future visit information
with recurrent neural networks.

• KAME [23] is a model for predicting patients’ future health
information based on knowledge attention mechanism.

• MHM [31] models multi-modal clinical data-based hierarchical
multi-label model, which integrates discrete medical codes, struc-
tural information and time series data into the same framework
for the diagnosis prediction task.

• TAdaNet [36] propose a task-adaptive network that makes use
of a domain-knowledge graph to enrich data representations and
provide task-specific customization for rare disease detection.

• CGL [20] design a collaborative graph learning model to explore
patient-disease interactions and medical domain knowledge.

• MeLU [16] handles cold-start user modeling by applying the
framework of MAML [10]. Based on the learned parameter ini-
tialization, MeLU makes recommendations for cold-start users
via a few steps of gradient updates.

• MAMO [8] designs the task-specific and feature-specific memory
matrices for user cold-start and item cold-start problems based
on a memory-augmented framework of MAML.

• TaNP [18] maps the observed interactions of each user to a
predictive distribution and learns a task-specific meta-learning
framework for user cold-start recommendation.

5.1.3 Implementation Details. We implement both MetaCare and
MetaCare++ with Pytorch1, which will be fully released upon the
acceptance of this work. Implementations of the compared base-
lines are either from open-source projects or the original authors
1https://pytorch.org/
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Table 2: Experimental results on two benchmark datasets. The best performance is in boldface and the second runners are
underlined. MetaCare++ achieves the best performance on all datasets, where * denotes a significant improvement according to
the Wilcoxon signed-rank test.

Method Recall@5 NDCG@5 Recall@10 NDCG@10 MAE Recall@5 NDCG@5 Recall@10 NDCG@10 MAE
MIMIC-III eICU

RATAIN 0.0919 0.2899 0.1388 0.2663 0.1626 0.3732 0.3942 0.5054 0.4106 0.0309
Dipole 0.0724 0.2579 0.1257 0.2587 0.1943 0.3429 0.3618 0.4733 0.3921 0.0335
Timeline 0.0853 0.2636 0.1282 0.2622 0.1710 0.3644 0.3785 0.4936 0.4035 0.0316
GRAM 0.1045 0.3265 0.1702 0.2845 0.1577 0.3952 0.4066 0.5165 0.4327 0.0284
KAME 0.1033 0.3218 0.1696 0.2793 0.1609 0.3878 0.4012 0.5097 0.4218 0.0282
MHM 0.1056 0.3289 0.1756 0.3054 0.1504 0.4144 0.4192 0.5322 0.4416 0.0279
TAdaNet 0.1094 0.3316 0.1792 0.3130 0.1493 0.4161 0.4227 0.5352 0.4431 0.0268
CGL 0.1174 0.3438 0.1793 0.3160 0.1319 0.4159 0.4291 0.5368 0.4532 0.0254
MeLU 0.0945 0.3208 0.1507 0.2887 0.1443 0.3996 0.4118 0.5184 0.4473 0.0268
MAMO 0.1004 0.3354 0.1548 0.3147 0.1408 0.4143 0.4219 0.5236 0.4452 0.0270
TaNP 0.1012 0.3395 0.1587 0.3151 0.1322 0.4170 0.4324 0.5339 0.4436 0.0257
MetaCare 0.1195 0.3478 0.1831 0.3214 0.1293 0.4245 0.4372 0.5437 0.4582 0.0251
MetaCare++ 0.1296* 0.3725* 0.1920* 0.3486* 0.1107* 0.4468* 0.4551* 0.5640* 0.4897* 0.0224*

(RETAIN2, GRAM 3, MHM 4, CGL 5, MeLU 6, MAMO 7, and TaNP 8).
We follow the original settings suggested by the authors to train
all baseline models. For fair comparisons, we make sure that only
patient-disease interactions and the ICD9 information are included.

For models under the meta-learning setting, we follow the same
setting as [18] and split the dataset into training and testing with
a ratio of 1:1. Specifically, we split all patientsU into two disjoint
sets: the visits with training patient set (i.e., T𝑇𝑟 ) and the visits
with test (cold-start) patient set (i.e., T𝑇𝑒 ). Among T𝑇𝑟 and T𝑇𝑒 ,
we split the first 30% visits to serve as the support sequenece and
the last 70% as the query sequenece according to diagnosis time.
For the other models, we train them with the same data (all visits
in T𝑇𝑟 and support sets in T𝑇𝑒 ) for fair comparisons. We tune all
hyperparameters through grid search. In particular, learning rate
in {1e-5, 5e-5, 1e-4, 5e-4, 1e-3}, the number for splitting diagnosis
sets 𝐾 in {5, 10, 15, 20, 25}, and weight 𝜔 in {0, 0.001, 0.01, 0.1,
1.0}. We set the embedding dimension 𝐷 to 64 for all compared
methods on both MIMIC-III and eICU. The batch size is set to 32.
We also carefully tune the hyperparameters of baselines on the
validation set as suggested in the original papers to achieve their
best performance.

5.2 Overall Performance Comparison (RQ1)
We compare the cold-start diagnosis prediction results of the pro-
posed MetaCare and MetaCare++ framework to those of the base-
line models. Table 2 shows the Recall @K, NDCG@K, and MAE
score on MIMIC-III and eICU datasets with K={5,10}. We have the
following observations.

2https://github.com/mp2893/retain
3https://github.com/mp2893/gram
4https://github.com/qxiaobu/MHM
5https://github.com/LuChang-CS/CGL
6https://github.com/hoyeoplee/MeLU
7https://github.com/dongmanqing/Code-for-MAMO
8https://github.com/IIEdm/TaNP.

In general, both MetaCare and MetaCare++ outperform all 11
baselines across all evaluation metrics on both datasets. This an-
swers RQ1, showing that our proposed specific clinicalmeta-learning
framework is capable of precise diagnosis prediction. Moreover,
the ranking of many baselines is fluctuating across datasets as
we see the second-best performance scattered among different
models like CGL and TaNP. Compared with the second-best perfor-
mance, the performance gains of MetaCare++ in terms of Recall and
NDCG range from reasonably large (5.07% achieved with Recall@10
on eICU) to significant large (10.39% achieved with Recall@5 on
MIMIC-III). The performance gains of MetaCare++ in terms of MAE
range from 11.81% on eICU to 16.07% on MIMIC-III.

In particular, by considering latent temporal relations among pa-
tient visits and collaboratively learning representations of patients
and diseases, CGL performs better than TaNP in many cases. Com-
pared with CGL, MetaCare++ not only takes the data sparsity prob-
lem into consideration but also explicitly models the accumulated
effects of disease progression. Therefore, MetaCare++ outperforms
CGL by up to 10.39% in Recall@5 on MIMIC-III on the diagnosis
prediction task and up to 16.07% on MIMIC-III on the diagnosis
time prediction task.

Since CGL can suffer from the data sparsity problem (e.g., as
shown in Table. 1, the average number of visits of each patient
on the eICU dataset is 2.19), TaNP can sometimes achieve better
performance since it can learn parameters by a few steps of gradi-
ent updates. The main differences between MetaCare++ and TaNP
reside in properly capturing the temporal relations among clin-
ical visits and complicated relations among syndromic diseases.
Specifically, MetaCare++ can outperform TaNP by up to 28.06% in
Recall@5 on MIMIC-III on the diagnosis prediction task and 12.84%
on eICU on the diagnosis time prediction task.

5.3 Model Ablation (RQ2)
To better understand our proposed techniques, i.e., continuous
normalizing flow (CNF), clinical meta-learner jointly regarding
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Figure 3: Performance regarding Recall@5 of the best baseline, MetaCare, and MetaCare++ on the MIMIC-III dataset.

Table 3: Ablation analysis of our proposed MetaCare++ on the
MIMIC-III and eICU datasets.

Method Recall@5 NDCG@5 MAE
MIMIC-III

Meta 0.0942 0.3225 -
Meta + CNF 0.1064 0.3328 -
MetaCare 0.1195 0.3478 0.1293
MetaCare + Diag-Disease 0.1254 0.3602 0.1175
MetaCare++ 0.1296 0.3725 0.1107

eICU
Meta 0.4099 0.4187 -
Meta + CNF 0.4165 0.4266 -
MetaCare 0.4245 0.4372 0.0251
MetaCare + Diag-Disease 0.4407 0.4498 0.0228
MetaCare++ 0.4468 0.4551 0.0224

diagnoses and diagnosis times, diagnosis-enhanced disease repre-
sentation learning (Diag-Disease), and personalized decoder, we
study MetaCare++ as follows:
• Meta is the variational autoencoder based meta-learning model
for diagnosis prediction, which does not involve the task of
diagnosis time prediction;

• Meta + CNF is the meta-learning framework based on continu-
ous normalizing flow, which employs complex distributions to
alleviate the inference gaps;

• MetaCare is our proposed clinical meta-learning framework,
which captures temporal relations among clinical visits of indi-
vidual patients regarding both diagnoses and times;

• MetaCare + Diag-Disease is the MetaCaremodel with diagnosis-
enhanced hierarchical disease representation, which capture
both hierarchical and syndromic relations among diseases based
on the domain knowledge and the actual diagnosis data;

• MetaCare++ integrates MetaCare + Diag-Disease with a person-
alized decoder to bridge the modeling of both infrequent patients
and rare diseases.
From Table 3, we have the following observations:
The performance gains of Meta + CNF over Meta on two datasets

fluctuate, ranging from 1.61% (achieved in Recall@5 on eICU) to

12.95% (achieved in Recall@5 on MIMIC-III). Similarly, the corre-
sponding performance gains of MetaCare over Meta + CNF ranges
from 1.92% (achieved in Recall@5 on eICU) to 12.31% (achieved in
Recall@5 on MIMIC-III). These results show that both CNF and
temporal relations among clinical visits can bring enhancement to
the generic meta-learning framework for diagnosis prediction.

Furthermore, the performance gains of MetaCare +Diag-Disease
over MetaCare ranges from 2.88% (achieved in NDCG@5 on eICU)
to 9.90% (achieved in MAE on MIMIC-III). The result shows that: (1)
the explicitly modeling hierarchical and syndromic relations among
diseases can further improve the performance of clinical meta-
learner, where MetaCare does not consider such domain knowledge
from ICD-9 and actual diagnosis; (2) on the datasets (e.g., MIMIC-
III) that have a larger number of diseases, the improvements of
diagnosis-enhanced representation learning are more significant
by properly arranging disease embedding according to the context
and structure information in the taxonomy.

Compared with MetaCare + Diag-Disease, MetaCare++ leads
to performance gains ranging from 1.18% (achieved in NDCG@5
on eICU) to 4.98% (achieved in MAE on MIMIC-III). Even though
MetaCare + Diag-Disease has already integrated the complicated
relations among syndromic diseases, MetaCare++ can still improve
the performance by performing hierarchical patient subtyping and
tailoring personalized parameters for each patient.

5.4 Effect of Hyperparameters (RQ3)
Our proposed MetaCare++ framework mainly introduces three hy-
perparameters, i.e., 𝐾 , 𝐶 , and 𝜔 .

From Figure 3, we have the following observations: (1) 𝐾 is
used for disease subtyping, where we found that the optimal 𝐾 is
about 10. (2)𝐶 is used for hierarchical patient subtyping, where we
found that the optimal 𝐶 is about 4. The rules for selecting 𝐾 and
𝐶 could be the rule-of-thumb in practice across the used datasets.
(3) 𝜔 controls the weight of both disease subtyping and patient
subtyping, which aims to enforce the disease embeddings to be
close to the weighted center of nodes in the taxonomy and as do
patient embeddings. Too small 𝜔 will cause the tag embeddings
likely to be spread out, while too large𝜔 will likely cause the model
to overfit. The optimal 𝜆 value on MIMIC-III is about 0.1. Note that,
MetaCare++ is reasonably sensitive to 𝜔 . In the range of [0.1, 1],
the optimal 𝜔 can be obtained by slight tuning.
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Figure 4: Disease embeddings learned by MetaCare and
MetaCare++ on the MIMIC-III dataset, where the different
color of numbers are the code of different types of diseases.

5.5 Case Studies (RQ4)
To provide more insights into the advantages of MetaCare++ in
modeling infrequent patients and rare diseases, we provide the
visualized embedding space of diseases and demonstrate exampled
infrequent patient cases as follows.

As shown in Figure 4, we visualized the first 16 dimension embed-
ding vectors learned by the proposed MetaCare and MetaCare++ on
MIMIC-III. MetaCare and MetaCare++ use the same color spectrum
to represent different disease categories according to ICD-9 disease
hierarchy. In MetaCare, the model mainly captures the temporal
relations among clinical visits, whereas MetaCare++ additionally
captures the hierarchical and syndromic relation among diseases
together with the temporal relations. From Figure 4, it is hard to find
regularity in the distribution of diseases from different categories
in the embedding space learned by MetaCare. However, the dis-
eases from different categories are well separated in the embedding
spaces of MetaCare++. For example, Diseases Of The Circulatory
System (390-459) in red is close to Diseases Of The Musculoskeletal
System And Connective Tissue (710-739) in green while is far away
from Mental Disorders (290-319) in blue. Moreover, the embedding
spaces do include different syndromic relations of diseases, such as
part of 390-459 is concurrent with 710-739 while part of 390-459 is
concurrent with 270-279.

To provide more insights, we further demonstrate three exam-
ples of infrequent patients (as shown in Table. 4), the diagnosis
predictions are made by MetaCare++. Although the three patients
have suffered from the same high blood pressure disease that be-
longs to the cardiovascular system (i.e., 401.0), they can belong
to different patient subtypes. Since Linda suffers from 272.0 that
belongs to disorders of lipoid metabolism, the conoccurent 272.0
and 401.0 leads to a risk ofMetabolic syndrome rather than pure Car-
diovascular Syndrom as Lisa and Jack. Based on the above subtypes,
we can make personalized diagnosis predictions for Linda as 790.5
that belong to the abnormal examination of blood, whereas the pre-
diction for Lisa and Jack still belong to the cardiovascular system.
Note that, the exact subtype labels we create here are not perfectly
accurate due to the implicit nature of patient subtyping. However,
they nonetheless provide valuable insight into the meaningful rep-
resentative patients directly extracted from the implicit diagnosis
data in an unsupervised fashion, which is helpful to personalized
meta-learner for different parameters.

Table 4: Examples of infrequent patients modeled by the
proposed MetaCare++ and the corresponding diagnosis pre-
diction in MIMIC-III.

Visit Subtype Prediction
Lisa 431;401.0;. . . Cardiovascular Syndrome 414.01;. . .
Jack 435.9; 401.0;. . . Cardiovascular Syndrome 427.11;. . .
Linda 272.0; 401.0;. . . Metabolic syndrome 790.5;. . .

6 CONCLUSION
In this paper, we propose to make diagnosis predictions for both
infrequent patients and rare diseases regarding both diagnoses and
times. Specifically, we propose a novel specialized clinical meta-
learner with a hierarchical subtyping strategy (MetaCare++), which
captures the temporal relations among patient visits together with
the complicated relations among syndromic diseases in a unified
framework. Extensive quantitative experiments demonstrate the
clear advantages of our MetaCare++ over the state-of-the-art base-
lines towards the precise diagnosis and the diagnosis time predic-
tion, which is further consolidated with our real case study results.

In the future, it would be interesting to consider the incorpora-
tion of explicit patient attributes and disease properties when they
are available. Moreover, the inferred subtypes of clinical entities
(e.g., patients, diseases, and drugs) from the learned MetaCare++
model can be utilized to support other important healthcare tasks
such as risk prediction, patient care, and drug recommendation.
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